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The inversion of the overlap matrix in LCAO calculations of crystals is discussed for the general 
case, when an arbitrary number of neighbors is taken into account. Of the several alternative methods 
that are possible in one dimension, one is singled out-which can be used as well in three dimensions­
to calculate the inverse to any desired accuracy_ Particular attention is paid to the numerical aspects 
of the problem. 

1. INTRODUCTION 

RECENTLY a number of papers have ap­
peared,1-3 which discuss the inverse and other 

functions of cyclic matrices. The importance of such 
calculations in solid-state physics need hardly be 
stressed here, (see, e.g., Ref. 4). 

The methods described in Refs. 1 and 2 are simple 
and elegant for the special cases treated there­
neighbors of first and second order only. Unfortu­
nately it seems to be difficult to use them directly 
in a more general case. In Ref. 3 the general case 
is treated in principle. 

Since there is generally a rather big gap between 
general mathematical formulas and numerical cal­
culations, we want to sum up the discussion and 
particularly stress (1) the connections between the 
various methods, (2) the final step to the numerical 
calculations. 

For a general cyclic matrix, 

~ = (1, 81 , 82 , ••• , 82 , 81)cyclic = 1 + 5, (1) 
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2 T. L. Gilbert, J. Math. Phys. 3, 107 (1962). 
a P. B. Abraham and G. Weiss, J. Math. Phys. 3, 340 

(1962). 

of order n, we know explicitly both the eigenvalues 
,,-1 

d = '" 8 2 ... "1/,, 
1 £... "e , ,,-0 

l = 0, 1, 2, '" (n - 1), (2) 

and the unitary matrix U, which diagonalizes (I); 

U jl = ~ e2r
•

j l/,,; j, l = 0, 1, '" (n - 1); (3) 

(4) 

where d is a diagonal matrix with elements do, 
d1 , ••• d,,-I' Therefore we also have a closed expres­
sion for any function of ~, 

F(~) = UF(d)Ut 
= UF(Ut~U)Ut, (5) 

i.e., 

By means of these formulas one can avoid the 
convergence problems associated with the expansions 
of F(~) in powers of 5, which appear4

, e.g., for 
F(x) = x-lor F(x) = x- l . 

In Ref. 1 it is shown how one can obtain closed 
expressions for ~ -I and ~ -i in the two simplest 
cases: 

• P. O. Lowdin, Advan. Phys. 5, 1 (1956), particularly pp. 
46 ff and 89 ff. 
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4. = (1,8,,0, ... 0, 8,), 

4. = (1, 8" 8 2 ,0, ... 0, S2' S,). 

(7) 

(8) 

This is very important, since ordinary procedures 
for matrix inversion are not applicable when n, the 
order of 4., is very large. It would definitely be 
desirable with such closed formulas also in the 
general case (1). The difficulties in such a generaliza­
tion are discussed in the next section. 

Although the methods discussed here are valid 
for any cyclic matrix, we confine our interest to the 
case where 4. is an overlap matrix in an LCAO 
calculation for a crystal. Then the elements of 4. 
are so-called overlap integrals between atomic orbi­
tals centered at different nuclei in a crystal lattice, 

8~ = J cfJ*(r)<p(r - r~) dT. (9) 

The matrix 4.-' appears in, e.g., the expression 
for the cohesive energy. Particularly for metals, 
where the overlap integrals (9) are quite large, it is 
essential to include 4.-' in the energy calculations. 

The eigenvalues (2), of an overlap matrix may be 
interpreted as normalization integrals4

; i.e., they are 
always positive. In other words, the matrix 4. is 
positive-definite. This introduces restrictions on the 
absolute and relative magnitudes of the 8;'s. Par­
ticularly in numerical calculations it is important 
to remember that, although the complete overlap 
matrix associated with a lattice is positive-definite, 
it can happen that the truncated part of it which 
is used in a numerical application is not (or "nearly 
not") positive definite. For particular cases (only 
8" or only 8, and 8 2 included), one can express these 
restrictions in a nice closed form; in the general 
case less explicit methods must be used. 

Although we are naturally most interested in 
real, three-dimensional crystals, it is valuable to 
study at first a one-dimensional model. This is 
done in Refs. 1,2, and 3. The three-dimensional case 
is treated in Ref. 3. 

Gilbert2 introduces the overlap function 

'" 
S(z) = L: 8 1zl

, (10) 
l--co 

which is of essential importance for understanding 
the properties of ~ -1. If S_I = SI, we can re­
write (10): 

'" '" 
3(z) = 1 + L: S,(i + Z-I) = L SICI(Y), (11) 

1-, 1-0 

where 
80 = !; (12) 

and the C,,'s are Chebyshev polynomials of the first 
kind, defined by 

Co(Y) = 2; C,(Y) = y; 
(13) 

Cn+1(Y) = yCn(Y) - Cn-,Cy), 
or 

C,,(y) = 2 cos nt'J = 2 cos n(arccos !y); 
(14) 

y = 2 cos t?-; 

For the one-dimensional model Gilbert expresses 
the elements of 4.- 1 as contour integrals, which are 
easily evaluated. In his formulation the problem 
essentially reduces to that of finding the zeros of a 
polynomial. We see later, how this same problem 
reappears disguised in other methods. 

Gilbert also discusses how the restrictions on the 
Sk'S are related to the analytic properties of the 
overlap function (10). It would definitely be de­
sirable to proceed along these lines; a detailed study 
of the overlap function associated with a three­
dimensional lattice would give us a much better 
understanding of the problem and might perhaps 
even lead to simple, closed formulas for 4.- 1 in the 
general case (1), similar to those derived in the 
special cases in Ref. 1. 

Gilbert's method seems to be restricted, at least 
for practical calculations, to the one-dimensional 
case. For two and three dimensions he proposes an 
iterative version of L6wdin's power series method.4 

Abraham and Weiss3 use formula (6) to calculate 
various functions of 4.. For the special case of the 
inverse they obtain a closed formula, which con­
tains the zeros of the overlap function, i.e., their 
result is essentially the same as Gilbert's. They also 
discuss how the procedure is extended to two and 
three dimensions, although they do not give any 
examples of this. 

It is the purpose of the present note (a) to discuss 
the difficulties in generalizing the methods of Ref. 1, 
from the special cases, (7), (8), to the general case (1); 
(b) to show the connection between the method used 
by Abraham and Weiss and those of L6wdin, Pauncz, 
and de Reer; (c) to adapt formula (6) to practical 
numerical calculations both for one and three di­
mensions. 

2. THE ONE-DIMENSIONAL CASE 

The most important result in the paper of L6wdin, 
Pauncz, and de Reer1 (from now on abbreviated 
LPR) is probably the fact that, at least for some 
cases, it is possible to obtain closed explicit formulas 
for the elements of ~ -1 and 4. -l, for any order of 
the matrix 4.. They succeeded in deriving these 
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formulas in three different ways by using various s. 
properties of the Chebyshev polynomials of both 
kinds. 

Here we derive another expression for ~-1 in 
the special case (8) (SI and S2 only), and combine 
that with the result of LPH for case (7) (SI only), 
to get an expression for ~ -1 in the general case (1). 
We also derive another expression for ~ -I in the 
general case and show its connection with (5). 

The so-called topological matrices, Mi , (for a 
definition, see Ref. 1), satisfy the defining relations 
of the Chebyshev polynomials of the first kind (13), 
so that we have the important result 

(15) 

Because of that relation we can work with functions 
of a real or complex variable, instead of functions 
of matrices. We can, e.g., define an overlap function 
for the case (1), when we include overlap to order n: 

I!n]-l 

Sn(z) = L: SIZI. (16) 
1--[ln ] 

Combining (15) with (11) we can write 
[in] 

Sn(Z) = L: SICI(Y) = Sn(Y), (17) 
1-0 

[~l [~] 

sn(M1) = L: SICI(Ml ) = L: SIMI =~. (18) 
1-0 1-0 

One way to construct a function F(~), would be the 
following. Find an expansion of F[sn(Y)] in terms of 
the Chebyshev polynomials: 

F[sn(Y)] = L: a"C,,(y). (19) 
" 

Then, due to (15), we get directly 

F(~) = F[sn(Ml )] = L: a"C,,(M1) 

" 
= L: a"M" = (2ao, ai, a2, aa, .. ·)eyclie. (20) 

" 
After these preliminaries we consider the special 

case (8): 

FIG. 1 

where 

al = a: = 2( cos u cosh v - i sin u sinh v) ; 

1 
cos u = 4S~ [(1 + 2S1 + 2S2)+ 

- (1 - 2S1 + 2S2)+] ' (22) 
1 + cosh v = 4SI [(1 + 2S1 + 2S2) 

+ (1 - 2S1 + 2S2)+] 

[It should be noticed, that (22) differs from LPH's 
formula (72) by a factor 2 in the denominator.] On 
the same page of LPH there are also two other 
misprints: formula LPH (69) should read 

~ = 1 + SIMI + S2(M~ - 2·1) 

= S2(al ·1 + M1)(a2·1 + M1), 

and below formula (78) the two D's should be 

• - S-hA . Uo - 1 2 0, 

LPH have given a closed formula for (a·1 + M1)-1 
for a > 2. In that case the elements of the inverse 
decrease exponentially, whereas they oscillate for 

(8) a ~ 2. By extending their method to complex a's, 
we get, after some algebraic manipulations, for our 
case (8), To obtain ~ -I, LPH wrote ~ as a product and 

calculated the inverse of each one of the two commut-
ing factors. Here we instead follow a suggestion by 
Lowdin5 and decompose ~ -I in "partial fractions": 

~ -I = S;I(al .l + M1)-I(a2 .1 + Ml)-l 

S (1 ) [(a l ·l + Ml)-l - (a2 ·1 + Ml)-l], (21) 
2 a2- al 

• P. o. Liiwdin (private communication). 

-~. 

= (-It : 2 4Sicosh v - cos u) 

X (sin p.u cot u + cos p.u coth v). (23) 

This formula is valid if the point (SI, S2) is inside 
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the half-ellipse 

(24) 

in the (S), S2) plane; (see Fig. 1). There is another 
region in the (S), S2) plane, (shaded in the figure), 
where A. is also positive-definite. In that region we 
can use LPH's formula (16) for each one of the two 
inverse matrices in (21}.6 

With (23) and LPH (16), we can in principle 
calculate A.-I in the general case, (1), (n = 2v): 

• 
A. = (1, SI, S2' Sa, ... Sa, S2' SI) = L: S,M" (25) 

,-0 

where we define So as t. Again the problem is re­
duced to finding all the real and complex zeros of 
the overlap function . 

given directly by means of (27): 

ao = .!. f2 Co(y) 2 dy = .!. [" _1_ dt1, 
871" _28.(y)(1 - tY )i 271" 10 0' .('11)-

1 J2 Ck(y) d 1 1" cos kt1 dt1 
ak = 47r _2 8.(y)(1 - ty2)f y =; 0 0'.('11) , 

(29) 

where 8.(Y) = 0'.('11), Y = 2 cos '11. The integrands 
can be transformed to rational functions, so that 
the ak's can be calculated exactly. In practice, how­
ever, we prefer to evaluate them by means of nu­
merical integration (see Sec. 4) . 

It now remains to connect this with (5). Com­
paring (2), (14), and (17), we see that the eigen­
values of A. are given as 

(30) 

8.(Y) = L: S,C,(y). 
,-0 

(26) Here, as before, we set So = t. Then, using (5), 
we get 

Then 1/8.(Y) can be expanded in partial fractions, 
analogously to (21). For each real root we use LPH 
(16), and for each complex pair, (23). 

There are two reasons to consider also another 
method for the general case (25). First of all, a 
fast computer, which is desirable to get all the zeros 
of the overlap function, is not always available. 
Secondly, we want to connect the methods, which 
use Chebyshev polynomials, with the general form­
ula (6). 

To that end we use the fact that the Chebyshev 
polynomials of the first kind, defined by (13), (14), 
form an orthogonal set in the interval (-2, 2), 
i.e., they satisfy the relations 

(27) 

The inverse of the overlap function (26) can be 
expanded in these polynomials: 

(28) 

on one condition; namely that 8.(Y) does not have 
any zeros in the interval (-2, 2). We see how the 
restrictions on the S;'s now appear in a different 
way. The coefficients in the expansion (28) are 

e For a detailed discussion, see J.-L. Calais and K. Appel, 
Technical Note 96, Quantum Chemistry Group, Uppsala, 
Sweden (1963) (unpublished). 

t.;;k1 = (Ud-1U t)Ok 

= n-1 f; 1. [0'.(2:l) Jlr5z .... e-2ri ... kI .. 
1 e-himk/ .. 

= ;;; ~ 0'.(271"m/n) 
(31) 

When n is a very large number, this sum can be 
calculated as an integral (27rm/n = '11): 

= {2~ {' 0')'11) dt1 

! 1" cos kt1 dt1 
71" 0 0' .('11) 

for k = 0, 
(32) 

for k ~ 0, 

which means that we have derived (29) in another 
way. 

It is easily checked that in the special case (8), 
for which the integral (32) can be calculated in 
closed form, we get the form (23). We must re­
member that both here and in (23) we consider the 
asymptotic case. The general case (finite n) is ob­
tained by converting the infinite expansion (28) (or 
rather the corresponding one for 4.- 1

), into a finite 
series, according to the prescriptions given by LPH 
in their "method C". 

In principle, the number of integrals, (29), to be 
calculated, can be restricted to q, if q + 1 overlap 
integrals, So, S), ... S. are included. The remaining 
coefficients a.+l, a.+2 ••. can be obtained from a 
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recursion relation 

a, + Sl(ar-! + ar+1) + S2(a,-2 + a,+2) + 
+ S.(a,_. + a,+.) = 0, (33) 

r = 1,2,3, ... , 

obtained from the basic equation ~~ -1 = 1.7 Un­
fortunately this relation is numerically very unstable. 
In practice, therefore, it is preferable to calculate the 
ak'S needed directly by integration. 

3. THE THREE-DIMENSIONAL CASE 

The overlap matrix associated with a set of atomic 
orbitals, centered at different sites in a three-dimen­
sional lattice, is cyclic just as the corresponding 
matrix for a one-dimensional chain. One has to be 
a little careful, however, in adapting the methods 
previously described, to the three-dimensional case. 

rt seems to be difficult to generalize the method 
involving the zeros of a polynomial. One can cer­
tainly number the atoms in the crystal "in a one­
dimensional way," but then the matrix loses its 
cyclic property. 

In order to take advantage of all the symmetry 
of the lattice, the matrix elements have to be ar­
ranged in such a way, that the cyclic property in 
all three dimensions appears. One way of achieving 
that, is the following. First, consider one atomic 
plane in the crystal. The atoms in that plane are 
labeled 0, 1, 2, ... , N - 1 in the first row, N, 
N + 1, ... 2N - 1 in the second row, etc., up to the 
last row: N(N - 1), N(N - 1) + 1, ... , N2 

- 1. 

_ -1-1"1"1" cos ktJ cos l'P cos mx d~o d d 
aklm - 3 () u 'P x· 871' 0 0 0 0' tJ, 'P, X 

(35) 

We have seen, that in one dimension the corre­
sponding result can be derived in two ways: either 
we consider the ak's as coefficients of the Ck's in 
the expansion of [sv(y)r\ (28), or we carry out the 
two unitary transformations 

~-1 = U(Ut~U)-lUt, (36) 

as in (30), (31). Since in the practical calculations, 
we only consider a limited number of neighbors 
around a particular atom, the labeling described 
above for the supermatrices is not very practical. 
We therefore finally give a derivation of ~ -1, using 
(36) and leading to integrals of type (35). 

We assume as usual that the crystal contains 08 

atoms and that it fulfills the Born-von Karman 
condition. Analogous to (30) and (31) we get 

G' 

d(k) = L S(m)e2rik'm; (37) 
m 

1 -2rik')' 
,:l-1(0, l) = G3 ~ e d(k) . (38) 

Here as usual, k is a vector in the reciprocal space. 
(We use the notations of Ref. 4, Sec. 4.) Since the 
k's form a quasicontinuous set, we can write ,:l-l (0, l) 
as an integral over the first Brillouin zone, 

(39) 

To each row corresponds a set of topological ma­
trices, Mk, of the type considered in Sec. 2. The as 
whole plane corresponds to a supermatrix with these 
M/s as parts. The two-dimensional cyclic property 

If SCm) = S( -m) we can write the denominator 

d(k) = 1 + 2 L SCm) cos (271'k·m). (40) 
m 

is seen in the Mk's, which are cyclic, and in the fact 
that the supermatrix is cyclic with respect to these 
Mk'S. After this it is easy to go from two to three 
dimensions: we just form another supermatrix, the 
blocks of which are the "plane supermatrices". 

Analogous to (18) we can now write ~ as a 
function of three basic supermatrices. And as in (15) 
any supermatrix can be expressed as a three-dimen­
sional Chebyshev polynomial of these basic super­
matrices-something like 

(34) 

The elements of ~ -1 could be calculated as triple 
integrals-analogous to (29): 

7 Compare Ref. 4 p. 91. 

This function, d(k) is even under inversion, 
(k ~ -k), whereas the imaginary part of the 
numerator, sin 271'k ·l, is odd under inversion. There­
fore the integral can be written as 

,:l-1(0 l) = V J cos 271'k'l dk 
, OB d(k) . (41) 

If, further, SCm) depends only on the distance m, 
we can simplify (41) even more. This is the case, 
when S denotes the overlap integral between two 
atomic s functions. If SCm) = SCm), we can add 
all the cos terms corresponding to the same m. This 
gives rise to different types of terms, depending on 
the class of neighbor m represents. The table below 
shows the reduction for the typical cases in a cubic 
crystal. The letters a, b, c denote the components 
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TABLE I. Reduction for typical cubic-crystal cases. 

Class m2 Corresponding factor of 2S(m) in d(k) 

1 a2 +b!+c2 4 cos ax cos by cos cz + 5 analogous 
terms, obtained by permuting (a, b, c) 

2 a2 + a2 + b2 4 cos ax cos ay cos bz + 4 cos ax cos 
by cos az + 4 cos bx cos ay cos az 

3 a2 + a2 + a2 4 cos ax cos ay cos az 
4 a2 + b2 + 0 2 cos ax cos by + 5 analogous terms 
5 a2 + a2 + 0 2 cos ax cos ay + 2 cos ax cos az + 

2 cos ay cos az 
6 a2 + 0 + 0 cos ax + cos ay + cos az 

of m: m = aa l + ba2 + ca3; each case represents a 
particular distance m = (a2 + b2 + c2 )l; (2'11"kl = x, 
etc.). 

In this case, SCm) = SCm), d(k) is isotropic, and 
therefore we also see that, e.g., 

(42) 

Similar relations, of course hold for all equivalent 
points J.. 

The integration region to be used for (41) is the 
first Brillouin zone. For many lattice types the cor­
responding integration limits are rather compli­
cated. We can however, simplify the situation con­
siderably, by integrating over an equivalent volume 
in reciprocal space. If K is a lattice vector in re­
ciprocal space, i.e., such that KoJ. = integer, when 
J. is a lattice vector in ordinary space, we have 

cos 2'11"(k + K)oJ. = cos 2'11"k o J., 

and therefore 

cos 2'11"(k + K) oJ. 

d(k + K) 

(43) 

(44) 

As an example, we transform (41) for the three 
cubic lattices. 

Ao Simple Cubic Lattice 

If the unit cell has the edge a, we have VOG = a3
• 

The first Brillouin zone is a cube with edge l/a. 
With the transformation 

we get 

..1-1(0, J.) 

= --; f" f" fr cos (tJzAz + tJyAy + tJ.A.) dft 
8'11" -r -r -r u(ft) 

= \ 1r 1"lr 
cos (tJzAz + tJyAy + tJ.A.) dft. (46) 

'II" 0 0 0 u(ft) 

Bo Body-Centered Cubic Lattice 

The first Brillouin zone is a dodecahedron with 
volume 2/ aa, when the nearest-neighbor distance 
is a !Vi8 VOG = !a3

• On account of (44), we can 
as well integrate over the two cubes, 

-~ < kz ::; ~; 0 < ku ::; ~; 0 < k. ::;~. (47) 

With the transformation 

'll"ak = ft; d(k) = u( ft) ; J. = !a(Az, Au, A.), (48) 

we get 

1 fr 1r1r cos (~ftoJ.) 
..1-1(0, J.) = -3 a dft 

2'11" _ .. 0 0 u( ft ) 

= \ 1" rr rr cos tJxAx cos tJuA. cos tJ.A. dft. (49) 
'II" 0 10 10 u(ft) 

The second form in (49) is correct in the case 
SCm) = SCm). 

Co Face-Centered Cubic Lattice 

In this case, the first Brillouin zone is a dodeca­
hedron with squares and hexagons as faces. If the 
nearest-neighbor distance is a ! V2, its volume is 
4/a3

; (i.e., VOG = ia3
); with (48) we get 

..1-1(0, J.) = --; f" f" rr cos (~ftoJ.) dft (50) 
4'11" _ .. _.. 10 u( ft ) 

= 131rlrlr COStJxAz COStJ.Ay COStJ.A. dft. (51) 
'II" 0 0 0 u(ft) 

Again, this second form is correct for SCm) = SCm). 
Finally, we should notice that this method can 

very easily be adapted to calculate A -1: 

..1-1(0 J.) = V J cos (2'11"k o
J.) dk 

, Oa [d(kW . (52) 

In this connection it is appropriate to recall that 
in 1937 Wannier9 calculated A -1 in essentially this 
way, and gave a closed expression for it in the 
special case that A(m, n) is a simple exponential. 

4. NUMERICAL PROCEDURES 

Since the method involving the zeros of a poly­
nomial does not seem to work for three dimensions, 
we here consider only the other method, (which 
can be derived in two ways), where we have to 
calculate integrals of type (32) or (41). The one­
dimensional integral (32) can be integrated exactly 

8 See, e.g., N. F. Mott and H. Jones, The Theory of the 
Properties of Metals and Alloys (Dover Publications, Inc., 
New York, 1958), p. 156 ff. 

g G. H. Wannier, Phys. Rev. 52, 191 (1937). 
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TABLE II. 
Elements of A and A-I in the body-centered cubic lattice for varying numbers of neighbors and integration points. 

(a) (b) (c) (d) (e) 
r S(r) ¥ ¥ ¥ .. H nr 

000 1.0000000 1.639993 1.639282 1.639283 1.639283 1.639314 
111 0.2890106 -0.274157 -0.274037 -0.274037 -0.274037 -0.274043 
200 0.2105272 -0.067761 -0.067327 -0.067327 -0.067327 -0.067359 
220 0.0716946 0.067930 0.068107 0.068107 0.068107 0.068105 
311 0.0361180 0.020354 0.019883 0.019882 0.019882 0.019922 
222 0.0291945 0.032055 0.0316]9 0.031619 0.031619 0.031638 
400 0.0132246 -0.001048 -0.001606 -0.001603 -0.001603 -0.001595 
331 0.0076727 -0.012493 -0.012666 -0.012668 -0.012668 -0.012706 
420 0.0064486 -0.008484 -0.008097 -0.008094 -0.008094 -0.008103 
422 0.0033229 -0.004038 -0.002915 -0.002912 -0.002912 -0.002983 
333 0.0020804 -0.003265 -0.002777 -0.002779 -0.002779 -0.002715 
511 0.0020804 -0.000789 0.000141 0.000134 0.000133 0.000041 
440 0.0009972 0.001072 0.003385 0.003387 0.003387 0.003499 
531 0.0006563 0.001885 0.001885 0.001884 0.001894 
442 0.0005728 0.001957 0.001958 0.001958 0.002024 
600 0.0005728 -0.000114 -0.000108 -0.000106 0.000191 
620 0.0003375 0.000220 0.000212 0.000215 0.000393 
533 0.0002303 0.000134 0.000137 0.000136 0.000266 
622 0.0002033 -0.000146 -0.000160 -0.000157 -0.000074 
444 0.0001248 0.000096 
551 0.0000876 -0.000787 
711 0.0000876 -0.000090 
640 0.0000780 -0.000616 
642 0.0000495 -0.000350 
553 0.0000355 -0.000273 
731 0.0000355 -0.000126 
800 0.0000207 0.000002 
733 0.0000152 0.000044 
644 0.0000137 0.000000 
820 0.0000137 0.000001 
660 0.0000091 0.000213 
822 0.0000091 0.000031 

by means of the transfonnation tan tt?- z. That 
is, however, equivalent to calculating all the zeros 
of a polynomial, and therefore rather cumbersome. 
In the three-dimensional case (41), we cannot inte­
grate exactly. In both cases it is, therefore, natural 
to use numerical integration. 

The Gauss-Mehler fonnula has the advantage of 
greater simplicity, whereas one would expect that 
a smaller number of points would suffice for a 
comparable accuracy in the Chebyshev-Radau 
fonnula. Actually it turned out that a triple Gauss­
Mehler integration over K + 3 or K + 4 points, 
where cos Kt?- is the highest tenn occurring in the 
intergrand, has given sufficient accuracy, whereas 
at least 2K points are necessary in Chebyshev­
Radau integration. 

We seem to have the choice between two inte­
gration fonnulas for this kind of integrals: Cheby­
shev-Radau fonnula,IO 

1" f(cos t?-) cos At?- dt?-

= H L: L: (-I)"'f cos a; 1f', 
" 2X-l ( + k ) 

;_1 k~O A 
(53) 

and a particular Gauss-Mehler fonnula10 

1" " ( 2' 1) f(cost?-) M = ! L: f cos 1
2
- 1f" 

o n i=1 n 
(54) 

The weight H, and the abscissas a; of (53) are given 
in Kopal10 for n = 1, 2, 3, by Greenwood et al. ll 

for n = 1 - 4, and by US
12 for n = 5, 6. 

10 Z. Kopal, Numerical Analysis (Chapman and Hall Ltd., 
London, 1955), pp. 384 and 426. 

11 R. E. Greenwood, P. D. M. Carnahan, and J. W. Nolley, 
Math. Tables Aids Comput. 13, 37 (1959). 

12 K. Appel, J.-L. Calais, and F. Sasaki (unpublished). 

The use of a standard computer subroutine for 
Gauss-Mehler integration would involve a large du­
plication of work, since the denominators O'(a) are 
common in the integrands for various k. In program­
ming the present calculation for the Alwac III-E 
computer of the Quantum Chemistry Group, all inte­
grations were therefore perfonned simultaneously, 
computing the contributions to all integrals from one 
point in ~ space before proceeding to the next point. 

Initially, a recursion formula was used to fonn 
cos Kt?- for various multiples of t?-. It turned out, 
however, that this gave poor accuracy when re­
peated several steps for small t?-, and instead the 
cosine routine was called independently for each K. 

To check the convergence of this method, both 
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with respect to order of integration and to including 
neighbors at larger distances, the program was ap­
plied to a body-centered cubic lattice with overlap 
integrals 

S(r) = (1 + 7jT + h2T2)e-~r, (55) 

corresponding to hydrogen 18 functions, with 1JT = 
3.32 for nearest neighbors.13 The results are shown 
in Table II. The first column of Table II shows the 
components of the vector r in the ordinary lattice, 
arranged according to increasing distance from the 
origin. In the second column, we give the corre­
sponding overlap integrals, calculated by means of 
(55). The remaining columns, (a), (b), (c), (d), and 
(e) give the elements of A-I in various approxima­
tions. The first number gives the number of types 
of neighbors included, and the second one the num­
ber of points used in the Mehler integration. E.g., 
¥ in column (c), means that neighbors up to order 
19 are included and that the corresponding inte­
grals are calculated with a 9-point formula. 

13 W. J. Carr, Jr., Phys. Rev. 128, 120 (1962). 

The three columns (b), (c), (d) give an idea of the 
rate of convergence when the number of points of 
the integration formula is increased. It is also worth­
while to notice, how the elements of A-I are in­
fluenced when more and more neighbors are taken 
into account [columns (a), (d), (e)]. 

CONCLUSION 

Although we still do not have closed formulas in 
the general case, (arbitrarily many Sk'S included), 
the procedures described at least make it possible 
to treat that case numerically in a simple way. 
Even with a relatively slow computer, the time 
needed is quite reasonable. 
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A Pfaffian representation, of the partition function of the triangular lattice is used to derive ex~ 
pressions for various two, four, and six spin correlations in terms of Pfaffians. The pair correlations 
along a diagonal are expressed as a Toeplitz determinant whose limiting form yields the spontaneous 
magnetization. At the ferromagnetic critical point the correlations decay as l/rt with approximately 
radial symmetry. At the antiferromagnetic zero point the ground state is highly degenerate-it has 
finite entropy-and on a given sublattice the pair correlations along a row decay as E/r!, where E = +EO 

on the sublattice containing the origin spin and E ~ - tEO on the other two sublattices. Finally, the 
perpendicular susceptibility, x~, which depends on a finite number of correlations, is calculated; 
its ferromagnetic behavior is similar to that of the perpendicular susceptibilities of the quadratic 
and honeycomb lattices, but for an antiferromagnet x~ diverges as liT at low temperatures. 

1. INTRODUCTION 

ONE of the most interesting aspects of a two­
dimensional Ising ferromagnet in zero magnetic 

field1.2 is that the disordered spin system occurring 
at high temperatures undergoes a cooperative transi­
tion at a certain critical temperature (the Curie point) 
and enters an ordered state having spontaneous mag­
netic moment. The detailed thermodynamic prop­
erties of the quadratic lattice were first elucidated 
by Onsager3; and Onsager and Kaufman 4.5 showed 
how the short-range correlations could be evaluated. 
More recently, Montroll, Potts, and Ward6 have 
rederived the formulas for the correlations by simpler 
methods: they employ the Pfaffian representation 
of the partition function introduced by Kasteleyn.7 

They also obtain the well-known result for the 
spontaneous magnetization8

•
9 which is related to the 

long-range order parameter. The formula for the 
magnetization can be written in the form 

(1.1) 

where for the quadratic lattice with ferromagnetic 
interaction energies -J 1 and -J2 in the horizontal 
and vertical directions, respectively, the modulus kl 
is given by 

kl = [sinh (2JdkT) sinh (2J2/kT)r 1
• (1.2) 

1 For recent reviews see C. Domb, Advan. Phys. 9, Nos. 
34,35 (1960), and also M. E. Fisher, J. Math. Phys. 4, 278 
(1963). 

I E. Ising, Z. Phys. 31, 253 (1925). 
I L. Onsager, Phys. Rev. 65, 117 (1944). 
'B. Kaufman, Phys. Rev. 76, 1232 (1949). 
Ii B. Kaufman and L. Onsager, Phys. Rev. 76,1244 (1949). 
8 E. W. Montroll, R. B. Potts, and J. C. Ward, J. Math. 

Phys. 4, 308 (1963), hereafter referred to as MPW. 
7 P. W. Kasteleyn, J. Math. Phys. 4, 287 (1963). 
8 L. Onsager, Nuovo Cimento Suppl. 6, 261 (1949). 
g C. N. Yang, Phys. Rev. 85, 808 (1952). See also C. H. 

Chang, Phys. Rev. 88, 1422 (1952). 

By suitable redefinition of kl' the formula (1.1) can 
be shown to hold for the triangular and honeycomb 
lattices toO. lO

•
11 The exact solutions for these two 

lattices were published independently by a number 
of authors (Houtappel,12 Husimi and Syozi,13 
Wannier,14 and PottsI6

). 

In this paper16 we follow the method of Kasteleyn7 

to represent the partition function of the triangular 
lattice as a Pfaffian, which is evaluated in the limit 
of an infinite lattice. By analogy with the MPW 
theory, we express the pair correlations along an 
axis of symmetry of the lattice as a Toeplitz de­
terminant [Eqs. (6.10)-(6.13)], and thence derive the 
formula corresponding to (1.1) for the magnetization 
[Eq. (7.11)]. In Sec. 8 a numerical investigation of 
the pair correlations at the ferromagnetic critical 
point reveals that, as the separation of the spins 
increases, the correlations appear to decay with 
radial symmetry as 1/rl. Then the arguments given 
by FisherI7 enable us to conclude that the parallel 
susceptibility, XII, should diverge as (1 - T.IT)-7/4. 
At the antiferromagnetic zero point the spins prefer, 
on the average, the state of minimum energy which 
contributes most to the zero-point entropy.14 For a 
given sublattice the row correlations appear to decay 

10 R. B. Potts, Phys. Rev. 88, 352 (1952). 
11 H. S. Green, Z. Phys. 171, 129 (1963). 
12 R. M. F. Houtappel, Physica 16,425 (1950). 
13 K. Husimi and I. Syozi, Progr. Theoret. Phys. (Kyoto) 5 

177,341 (1950). ' 
14 G. H. Wannier, Phys. Rev. 79, 357 (1950). 
1& R. B. Potts, Proc. Phys. Soc. London, A68, 145 (1955). 

See also G. F. Newell, Phys. Rev. 79, 876 (1950) and H. N. V. 
Temperley, Proc. Roy. Soc. (London) A202, 202 (1950). 

18 In order to facilitate a comparison of the results, Secs. 
2-7 of the present paper follow almost identically in develop­
ment MPW, Ref. 6. The notation, however, is closer to 
~hat of I?omb (Ref. 1) in that z = exp (-2K), and v = tanh K 
IS essentially the dual transformation variable. w is reserved 
for the inversion transformation. 

17 M. E. Fisher, Physic a 25, 521 (1959). 
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(b) 

FIG. 1. The triangular lattice L and the decorated dimer 
lattice L'. 

as Eor- l X [1 + f1/r + Edr2 + ... J. The remaining 
sections are concerned with the perpendicular suscep­
tibility, X.L, which has been discussed by Fisher for 
the quadratic, honeycomb, and Bethe lattices. 18 For 
the triangular lattice X.L can be calculated explicitly 
in terms of two, four, and six spin correlation func­
tions (Sec. 10). For an antiferromagnet the behavior 
of X.L is similar to that of XII for which series expan­
sions are available. 19 .2o The triangular lattice does 
not admit a unique ordered antiferromagnetic ground 
state,14 and the susceptibilities are infinite at zero 
temperature. 

2. THE PARTITION FUNCTION 

The triangular lattice can be considered as a 
rectangular lattice with a single second-neighbor 
interaction (Fig. 1a). For a lattice of N spins, each 
of which interacts with its six nearest neighbors 
(N is taken to be large compared with Nt so that 
edge effects may be neglected), the partition function 
is given by 

ZN = .L: II exp (K1CTa.~CTa+1.~ + K2CTa.~CTa.~+1 
"-±1 nn 

+ K aCT a,pCT a +1.P+1), (2.1) 

where CT '" ,p = ± 1 indicates the state of the spin at 
the lattice site (a, (3) and 

Ki = JdkT, i = 1,2,3, (2.2) 

where -J 1 , -J2 , -Ja are the interaction energies 
between horizontal, vertical, and diagonal neighbor­
ing pairs of spins, respectively. For a ferromagnetic 
interaction the J i are positive and a parallel spin 
state is energetically favored. The product is taken 
over all nearest-neighbor pairs and the sum over 
the 2N states of the N spins. If we now define 

18 M. E. Fisher, J. Math. Phys. 4, 124 (1963), and Physica 
26, 618 (1960). 

19 M. F. Sykes and 1. J. Zucker, Phys. Rev. 124, 410 
(1961 ). 

20 M. F. Sykes, J. Math. Phys. 2, 52 (1961); C. Domb 
and M. F. Sykes, J. Math. Phys. 2, 63 (1961) and Proc. Roy. 
Soc. (London) A240, 214 (1957). 

Zi = exp (-2K i ), (2.3) 
and 

Vi = tanh Ki = (1 - z,)/(l + Zi), (2.4) 

then the partition function may be written 

ZN = (cosh Kl cosh K2 cosh Kat 

X .L: II (1 + V1CT a,pCTa+l.p) 
0"=±1 nn 

X (1 + V2CTa.pCTa.~+I)(1 + VaCTa.~CTa+l.P+l)' (2.5) 

In the expansion of the product, all terms containing 
an odd number of CT variables will vanish when the 
summation is performed. The remaining terms can 
be interpreted graphically as representing polygons 
with an even number of lines meeting at each vertex. 
Extracting a factor 2N

, which occurs after performing 
the product and summation, we can write 

ZN = (2 cosh Kl cosh K2 cosh Kat 

X [1 + .L: v~v;v~p(r, 8, t)], (2.6) 
r.8. t 

where per, 8, t) is the number of polygons defined 
above which can be constructed with r horizontal, 
8 vertical, and t diagonal nearest-neighbor links. 
The calculation of the partition function is thus 
expressed as a "counting" problem. Kac and Ward21 

obtained a determinantal solution to this com­
rbinatorial problem for the quadratic lattice, and 
Potts10 applied the same method to the triangular 
lattice. Recently Hurst and Green22 have employed 
Pfaffians to perform the counting directly, whereas 
Kasteleyn7 has shown that the enumeration of 
polygons on the quadratic lattice is equivalent to 
that of counting dimers on a decorated quadratic 
lattice (the "bathroom tile" lattice), which is also 
achieved by use of Pfaffians. Now we outline the 
application of Kasteleyn's method to the triangular 
lattice. 

We have to construct a decorated triangular 
lattice L' such that the counting of all possible 
closed-packed dimer configurations on it is equivalent 
to the counting of the Ising polygons on the plane 
triangular lattice L. The decorated lattice L' must 
allow 0, 2, 4, or 6 lines to meet at each vertex, 
so each lattice site of L must be "exploded" and 
replaced by a hexagonal decoration (Figs. 1 and 2) 
in which each vertex is joined to the remaining 
five vertices. The vertices of each hexagon will be 

21 M. Kac and J. C. Ward, Phys. Rev. 88, 1332 (1952). 
22 C. A. Hurst and H. S. Green, J. Chern. Phys. 33, 1059 

(1960). See also: A. M. Dykhne and Yu. B. Rumer, Usp. Fiz. 
Nauk 75,101 (1961) [English trans!.: Soviet Phys.-Usp. 75, 
698 (1962)J. For the application of this method to more 
general planar lattices, see: C. A. Hurst, J. Chern. Phys. 38, 
2558 (1963). 
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labeled clockwise U, S, R, D, T, L, and each hexagon 
will be identified by its Cartesian coordinates (p, q) 
on the lattice. Each possible dimer configuration on 
L' corresponds uniquely to a set of polygons on L, 
and each set of polygons on L corresponds to a 
dimer configuration on L', but the latter correspond­
ence is not unique. The possible dimer configurations 
on L' corresponding to zero, two, four, and six lines 
meeting at a site are drawn (and their multiplicities 
given) in Fig. 3. Kasteleyn's topological theorem23 

states that if the (p;;)th element of the Pfaffian P 
is positive when the orientation (the arrow) is from 
site i to site j, then all transition diagrams with 
an odd orientation parity will be counted with the 
same sign in the expansion of the Pfaffian and those 
with an even orientation parity will be counted with 
the opposite sign. A close inspection of the orienta­
tion indicated in Figs. 1 and 2 will reveal that all 
the transition cycles corresponding to the diagrams 
in Fig. 3 having zero or two crossing points will be 
counted +1, and those with one or three crossing 
points will be counted -1. It transpires that each 
possible meet of bonds at each site is counted 
correctly: once and with a positive sign. 

N ow the elements of the Pfaffian can be written 
down immediately, but it is more convenient to 
proceed directly to the skew-symmetric matrix A 
whose determinant is equal to the square of the 
Pfaffian, so that 

Z~ = (2 cosh KI cosh K2 cosh K3lN IAI. (2.7) 

The 6N X 6N matrix A has a doubly cyclic structure 

v, 

FIG. 2. The decorating hexagon to be placed at each 
vertex of L. 

23 A traTUlition cycle is a closed circuit of bonds formed by 
superposing some standard configuration of bonds counted + 1 
on another configuration whose orientation parity is to be 
determined. The orientation parity of a transition cycle (which 
by definition contains an even number of bonds) is the parity 
of the number of arrows pointing in either direction around 
the cycle. 

o LINES NM Z LINES NM 

$ -t S +1 

0 +2 b +1 

e +3 Q -1 

Q -6 TOTAL +1 

e +3 -0- +1 

TOTAL +1 

~ -I 4 LINES 

a -0- +1 
+1 

TOTAL +1 

-0 +1 0- +1 

~ +1 0- -I 

6 LINES b-Y 
+1 

+1 
TOTAL +1 

FIG. 3. Transition diagrams for 0, 2, 4, and 6 lines meeting at 
a vertex of L. (M is the multiplicity and N the parity.) 

(in the limit of large N) and its nonvanishing elements 
are 6 X 6 matrices with the explicit values 

A(o:, {3; 0:, (3) 

U S R D T L 

U 0 1 -1 -1 1 1 

S -1 0 -1 -1 1 1 

R 1 1 0 1 -1 -1 
(2.8) 

D 1 1 -1 0 -1 -1 

T -1 -1 1 1 0 1 

L -1 -1 1 1 -1 0 

A(o:, {3; 0:, {3 + 1)UD = V2, 

A(o:, tJi 0: + 1, tJ + l)sT = -va, 

A(o:, {3; 0: + 1, (3)RL = VI, 
(2.9) 

A(o:, {3i 0:, {3 - I)Du = -v2 , 

A(o:, {3; 0: - 1, {3 - l)rs = Va, 

A(o:, {3; 0: - 1, f3hR = -VI· 
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The Pfaffian corresponding to a single decorating hexagon has the value + 1 [from (2.8)].24 The matrix 
A can be block diagonalized by a Fourier-type unitary transformation and the value of JAJ can be obtained 
from the determinant of 

A(4)1 , 4>2) = A(O, 0) 

+ A(O, 1)e'</>' + A(1, 1)ei(</>.+</>·l + A(1, O)e'</>' + A(O, -1)e-'</>' + A(-1, _1)e- i (q,,+</>,l + A(-1, O)e- i</>, 

U S R D T L 

U 0 1 -1 

S -1 0 -1 

R 1 1 0 
= 

D (1 - V2e-i</>,) 1 -1 

T -1 (-1 + vae-H<!>,+</>.l) 1 

L -1 -1 (1 - Vle-"</>') 

For large N, 

where 

IA(4)I' 4>2) J = a(4)I' 4>2) 

= (1 + v~)(1 + v:)(1 + V~) + 8VIV2Va 

- 2Vl (1 - v~)(1 - v~) cos 4>1 

- 2V2(1 - v:)(1 - vD cos 4>2 

- 2va(1 - v~)(1 - v~) cos (4)1 + 4>2)' (2.12) 

From Eq. (2.7), we easily see that, since for large N 
ZN~ZN, 

InZN/N ~ InZ 

1 1'-1'-~ In 2 + 2(211f _.- _.-!Upl!Up2 

X In [cosh 2Kl cosh 2K2 cosh 2Ka 

+ sinh 2Kl sinh 2K2 sinh 2K3 - sinh 2Kl cos 4>1 

- sinh 2K2 cos 4>2 - sinh 2K3 cos (4)1 + 4>2)] (2.13) 

for the partition function of the triangular Ising 
lattice.12 If in Eq. (2.13) anyone of JI! J 2 , J 3 is 
put equal to zero, then Onsager's formula for the 
partition function of the quadratic lattice is obtained. 

3. CORRELATION FUNCTIONS 

The method of calculating two spin correlation 
functions has been presented in detail by MPW 
so we indicate here the extension of the MPW theory 
for the calculation of four and six spin correlations. 
Since boundary effects can be neglected for an 

(-1 + V2ei</>.) 1 1 

-1 (1 - Vaei(</>,+</>,l) 1 

1 -1 (-1 + v1e'</>') 
(2.10) 

0 -1 -1 

1 0 1 

1 -1 0 

infinite lattice the correlations depend only on the 
relative separations of the spins. As an example we 
discuss the 4-spin correlation (Fig. 4d) 

~ST (1,1) 

I2(J (d) 

(/,1) 

(-,.~ (0,0) 

(d) 

bl0 ~J 
(-lpJ (1,0) 

(I, Ii 

FIG. 4. Diagrams showing the perturbed dimers used in 
calculation of the correlations. 

24 MPW obtain a Pfaffian for a decorating square which 
has the value -1. This does not matter since only the relative 
signs of the transition cycles are of importance. 
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= Z;l(cosh K1 cosh K2 cosh K3t 

X L 0'-1,00'0,10'0,-10'1.0 II (1 + V10'a.~0',,+1.~) 
v-±l nn 

X (1 + V20'",~O'a,~+1)(1 + V30''',~0'''+l,~+1)' (3.1) 

Using the identities 

0'-1,00'0,1(1 + V30'-1.00'0,l) = v3(1 + V;lO'_l.OO'O,l), (3.2) 

0'0,-10'1,0(1 + vaO'o,-IO'1.o) = va(l + V;IO'O ,-10'1.0) , 

which follow immediately since O'~ = 1, Eq. (3.1) 
can be rewritten 

Z,yV;2S4 = (cosh Kl cosh K2 cosh Kat 

X L (1 + v;lO'_l.oO'o,l)(1 + V;lO'O,_IO'l,O) 
(f-±l 

nn 

X (1 + V30'a,PO'a+1.P+l), (3.3) 

where II~ is the product over all nearest-neighbor 
pairs of spins except (0'-1.00'0.1) and (0'0.-10'1.0)' The 
RHS of equation (3.3) represents a perturbed parti­
tion function in which the dimers on the decorated 
lattice L' between sites (-1, 0) and (0, 1), and 
sites (0, -1) and (1, 0) are each weighted by a 
factor V;l instead of V3. This alteration of dimer 
weighting factors can be effected by constructing 
a skew-symmetric matrix A + 0, where 0 will contain 
four nonzero elements. Squaring Eq. (3.3) and using 
(2.7) we obtain 

IAI V;4(S4)2 = IA + 01, (3.4) 

other four-spin and higher (even)-order correlations 
is obvious. 

4. THE INVERSE MATRIX 

Because of the doubly cyclic structure of A its 
inverse can be obtained as 

1 f" f" A-1(p, q; pi, q') = --2 exp [(p - P')rf>l 
(271") _.. _" 

+ (q - q')rf>2]A- l (rf>I, rf>2) drf>l drf>2' (4.1) 

where A -1 (rf>lJ rf>2) is the inverse matrix of A(rf>lJ cf>2). 
Both A(rf>l' rf>2) and A -1(rf>1J ¢2) are anti-Hermitian. 
We shall eventually require all the elements of 
A -1 (rf>1' rf>2) and since there are 36 of these, the 
calculation of A -1 (rf>1' ¢2) must be approached 
circumspectly. Let ~ = det IA(rf>l, rf>2)1, and denote 
the cofactors of the elements in the top row of ~ 
by Cuu, Cus, etc. Apart from Cuu these cofactors 
have already been required for the evaluation of ~ 
in (2.12) and the explicit values are given in the 
Appendix. The remaining cofactors are most easily 
obtained by recognizing the transformation prop­
erties of ~ under successive rotations of the axes 
of the triangular lattice through 60°. Alternate 
permutation of the top row of ~ to the bottom 
and the left-hand column to the extreme right 
yields a succession of determinants whose relation­
ship to the original determinant ~ provides the 
required group of transformations, which we list 
in the Appendix. A-1(p, q; p', q') is a function of 
the differences p - p' and q - q', so we use the 
abbreviated notation 

A-1(p, q;p', q').{ = [P' - p, q' - q].{. (4.2) 

or It follows that since A -I (rf>I, ¢2) is anti-Hermitian 
(3.5) A -I is antisymmetric; or in terms of matrix elements, 

If y is the 4 X 4 submatrix of I) containing only [p' - p, q' - q]'i 
those rows and columns in which nonzero elements = - [p - p', q - q'] ii, 
appear, and Q is the 4 X 4 submatrix of A -I formed 

i ¢ j. (4.3) 

from the same rows and columns, then We next show that 

II + A- 1
1)16Nx6N = II + QYlm 

= ly-1 + Qllyl4x4' 

(3.6) 

(3.7) 

Now since A, A-t, and I) are skew symmetric, y, 
y-\ Q, and y-I + Q will be skew symmetric too, 
and we can express the square root in (3.5) in terms 
of Pfaffians. Hence 

[k, kJ •• = -[k, k] .. = O. (4.4) 

From the appropriate transformation of C uu we 
find that 

C ss = -CTT = 2i[v l (1 - v~) sin rf>1 

(4.5) 
so that 

(3.8) [k, kJ,. 

where the sign is chosen to make the correlation 
positive at the ferromagnetic zero of temperature, 
Vi = +1. The extension of the MPW theory to 

= (22)'2 {" (" [vI(1-v~)sinrf>l-v2(1-vDsinrf>2] 
271" L" L" 

X exp [-ik(rf>1 + ¢2)] X ~-\rf>I' rf>2)dq,1d4>2' (4.6) 
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where ~-l is given by (2.12). In the second term Taking the imaginary part of I" we obtain on 
of the integral in (4.6), transform the variables substitution in (4.8) 
as follows: 

(4.7) 

so that it becomes 

2i 1" 1" -ik., 2' (2'11/ _" _" e [v2(1 - v,)] sm (J 

X ~-1«(J, w) d(J dw = l(v2 , v,), say, (4.8) 

where ~«(J, w) is of the form A + B cos (J + C sin (J, 
and 

A = (1 + v~)(1 + v~)(1 + v!) + 8V,V2V3 

- 2v3 (1 - v~)(1 - v~) cos w, 

B -2v2 (1 - v~)(1 - v~) 

- 2v,(1 - v~)(1 - v~) cos w, (4.9) 

C = 2v,(1 - v~)(1 - v!) sin w. 

We note that A 2 and (B2 + C2
) are unaltered on 

interchange of v, and V2. The integration over (J 
can easily be performed. It is convenient to define 

1 1" e
i
,,8 ·d(J 

I" = (2'11-) _" [A + B cos (J + Csin (Jf (4.10) 

Contour integration round the unit circle gives 

I" = a"(A2 - B2 - C2tl, (4.11) 

X sin w[1 - A(A 2 - B2 - C2)-l]/(B2 + C2) dw, 

which is symmetrical in v, and V2. A similar result 
holds for the first term in (4.6), so that the two 
terms cancel and [k, kl •• vanishes. This result will 
be needed later. 

S. THE CORRELATION (<To,O<T",) 

We first calculate the nearest-neighbor correlation 
SOl = (UO,OUI.I) which is related to the energy UN' 
Since the coordination number q of the triangular 
lattice is six, 

UN = -3N J(UO.OU,.,), 

By analogy with Sec. 4 of MPW, 

(UO.OU,.I) = ±V3PCy-1 + Q)PCy) , 

where y and Q are given by (see Fig. 4a) 

(O,O)S (1, I)T 

y = (0, O)S [ 0 

(1, I)T V;' - V3 

(O,O)S 

Q = (0, O)S [ [0, 0] •• 

(1,I)T [-1, -no 

(1, I)T 

[1,1].'J' 

[0, 0]11 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

where From (4.4) we see that the diagonal elements of 
(4.12) Q vanish and obtain 

(O,O)S (1, I)T 

y-I + Q = (0, O)S [ 0 (V;' - vat
l

o
+ [1, 1]"J ' (5.5) 

(1,I)T _(V;' - vat' + [-1, -no 
so that on taking the Pfaffians of (5.3) and (5.5), 

PCy) = _(V;' - va), (5.6) 

PCy-1 + Q) = (v; I _ vat' + [1, I].,. (5.7) 

Substitution in (5.2) yields 

(UO.OCTl.l) = ± {va + (1 - v;)[I, 1].,1. (5.8) 

The matrix element in (5.8) is given by 

--------------------------------------
where CTS can be derived from CUD by the appro­
priate transformation in the Appendix. We find that, 
choosing the positive sign, since the correlation is 
positive when Vi = + 1, 

1 1" 1" (UO.OCT,.,) = (2'11/ _" _" Va - (1 - v!) 

X {[(I - vD(1 - vme-H<I>,+<I>., - 4V,V2 

- va[(l + vD(l + v~) + 2v,(1 - v~) cos CPl 

+ 2v2(1 - v~) COSCP2J1~-'(CPI' CP2) dcp, dcp2 

1 1"1" = (211/ _" _" [2va(1 + v~)(1 + v~) 

(5.10) 
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+ 4v1v2(1 + v~) - va(1 - v~)(1 - v~)ei(4)l+4>.) 

- (1 - vD(1 - v;)e-i(4)1+4>')]Ll-1(cP1, cP2) dcf>1 dcP2. 
(5.11) 

Transforming the variables as in (4.7) we get 

(2!)2 {'r i: (a - be
i

'" - ce-
i
") 

X Ll-\O, w) dO dw, 

where 

a = 2va(1 + v~)(1 + v~) + 4v1v2(1 + v~), 
b = v~c = v;(1 - vi)(1 - v;). 

(5.12) 

(5.13) 

The (I-integration may be performed as before if 
we now take 10 from (4.10), so that (5.12) becomes 

1 fr (a - be'''' - ce- i
"') 

(0"0.00"1,1) = (271") -r (A2 _ B2 _ C2)t dw, (5.14) 

where A, B, and C are as defined in (4.9). After 
some lengthy algebra we find that the denominator 
factorizes and (5.14) can be written in the form 

1 IT (a - bei'" - ce-i")t .. 
(0"0,00"1.1) = (2 ) -i", i" dw. (n.15) 

71" -.. a - be - ce 

When the three interaction parameters are equal, 
a substantial simplification of the previous formulas 
occurs. A factor (1 + V)2 can be removed from Ll, 
so that in terms of primed symbols 

Ll'(cPI, cP2) = (1 - 2v + 6v2 - 2va + v4
) - 2v(1 - vl 

X [cos cP1 + cos cP2 + cos (cPI + cP2)] 

= A' + B' cos cP2 + C'sincP2, 

where 

A' = (1 - 2v + 6v2 ~ 2va + v4
) 

(5.16) 

parameters for the inversion transformation25
•
26 (to 

be denoted by +), 

where 

2 (1 - Z2 ) (K+) 
W = 1 + 3l = exp -4 . 

The critical point for the lattice is given by 

Z = W = 1/ V3, V = 2 - V3, 

(5.19) 

(5.20) 

(5.21) 

corresponding to a critical temperature kTc/J = 
3.640957. From Eq. (5.14) we easily check that the 
critical energy is UN(Tc) = -2NJ. There is no 
corresponding antiferromagnetic solution to (5.21), 
but in a certain sense one may consider the absolute 
zero of temperature to be the critical point since 
there is no antiferromagnetic ordering. Putting v = 

-leT = -0) in (5.14) we find, correctly, that the 
energy of the degenerate ground state is 

X 1" (1 + 2 cos cf» d = -N IJI 
o 11 + 2 cos cf>1 cP . (5.22) 

There is one further interesting result we can 
obtain from (5.14). By putting Va = 0 we regain 
the quadratic lattice, but (0"0.00"1.1) is now the second­
neighbor correlation. (5.15) becomes 

(0"0.00"1.1) 

= _1_ fr (4V1V2 - (1 - v~)(1 - v~)e-'''')! rkJ 
(2'/1-) -r 4V1V2 - (1 - vi)(1 - v;)e'''' , 

__ 1_ fr (Sinh 2Kl sinh 2K2 - e-'''')! d (5.23) 
- (271") _ .. sinh 2Kl sinh 2K2 _ ei'" w, 

- 2v(1 - V)2 cos cPI, 

B' = -2v(1 - v)2(1 + cos cf>,), 

where as in (1.2) we can put lc = sinh 2K1 sinh 2K2 = 

(5.17) l/klJ with 

c' = 2v(1 - V)2 sin CPl. 

Ll'(cf>l, cf>2) is unaltered by interchange of cf>l and cf>2 
and by the transformation (4.7) with w = cf>l and 
o = cf>2. After removal of a factor (1 + V)2 the 
constants in (5.14) and (5.15) become 

(5.18) 

SOl can be expressed in terms of a complete 
elliptic integral of the first kind, K(k,), with modulus 
kl the same as that introduced in Eq. (1.1) but 
defined for the triangular lattice. In terms of the 

and (5.24) 

Now setting 

(5.25) 

-this definition parallels the change of modulus in 
the Landen transformation for complete elliptic 

25 G. H. Wannier, Rev. Mod. Phys. 17,50 (1945). 
26 R. B. Potts, thesis Oxforri University, England (1951) 

(unpublished). 
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integrals27-we can write for (5.23) 

21'" (k + cos 2(3) d{3 
(UO.OUI.l) =;: 0 (1 + k)(1 - k'2 sin2 (3)! , 

so that in terms of complete elliptic integrals of 
the first and second kinds,28 

(uo.oUl,l) 

= 71'-I[(k-1 + I)E(k') + (k - I)K(k')] (5.26) 

where the modulus k' is =:; 1 at all temperatures. 
The "equals" applies at the critical point for the 
quadratic lattice given by 

k = sinh 2Kl sinh 2K2 = 1. (5.27) 

6. THE CORRELATION (UO.OUk.k) 

The previous analysis can easily be generalized 
for an arbitrary separation of the two spins in the 

for diagonal correlations. y is now the 2k X~ 2k 
skew-symmetric matrix 

so that 

s 

y = (V;I - va{~ 
T 

-I] S, 
o T 

-1 _ ( -1 )-I[ 0 I] Y - Va - Va . 
-I 0 

(6.1) 

(6.2) 

The 2k X 2k submatrix Q obtained from A-I by 
omitting all rows and columns except those contained 
in y is 

(6.3) 

diagonal direction. We quote the MPW analysis where 8 is the k X k matrix 

[1, 1]" [2, 2]., 

[0, 0]" [1, 1]" 
8= [-1, -1]., [0,0]., 

[2 - k, 2 - k]" [3 - k, 3 - k] •• 

and we have used the fact that 

[k, k] •• = -[-k, -k] •• , 
and 

[k, k] •• = -[k, k]" = o. 
To obtain the correlation 

(uo.oUk,k) = ±V:p(y-I + Q)P(y) 

we require 

and 

(6.5) 

(6.6) 

p(y-l + Q) = ±1(v;1 _ vatlI + 81. (6.7) 

Substitution into (6.5) gives the result 

(uo.oUk,k) = IVaI + (1 - v!)81, (6.8) 

where the sign has been chosen so that the correlation 
is positive at the ferromagnetic zero. By defining 

an = vaoon + (1 + v~)[1 + n, 1 + n].. (6.9) 
17 Bateman Manuscript Project, Higher Transcendental 

Functions, edited by A. Erdelyi (McGraw-Hill Book Com­
pany, Inc., New York, 1953), Vol. II, p. 318, Eq. (12). 

28 B. de Haan, Nouvelles Tables d'Integrales Dejinies, 
(Hafner Publishing Company, New York, 1957) Table 57, 
Integrals 1 and 4. 

[3, 3]" [k, k] •• 

[2, 2]" [k - 1, k - 1] •• 

[1, 1]" [k - 2, k - 2]" 
(6.4) 

[4 - k, 4 - k] •• [1, 1] •• 

the correlation can be written as the Toeplitz 
determinant 

aO al a2 

a_I ao al 
(UO.OUk.k) = 

a-2 a_I ao 
(6.10) 

aO has already been discussed in the previous section, 
so starting with the double integral representation 
of the matrix element in (6.9), 

1 f" f" [1 + n, 1 + n] •• = (271')2 -r -r eTa 

X exp [-i(l + n)(cpl + CP2)]A- 1(CPI, CP2) dt/11 dt/12' 
(6.11) 

we obtain, by an analysis similar to that leading 
to Eq. (5.15), 

1 f r ( b iw -iW)! -inw a - e - ce J __ a = - e uw n -itA) iw , (271') -.. a - be - ce 
(6.12) 
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where a, b, and c are as defined in (5.13). The an If Dk(A) = det lanl is the Toeplitz determinant 
are thus seen to be the coefficients in the Fourier of order k generated by the function 
expansion of a function A (w) ; co 

_ (a - be'''' - ce-'''')l 
A(w) - b -'''' i",' a- e -ce (6.13) 

A(w) = L: a..e''''', 

then 

(7.2) 

The reduction to the quadratic lattice can be G(A) = lim IDkll/k 
done in two ways. If as in the discussion of (CTo.OCTl,l) k ... co 

we set Va = 0, we obtain the same expression for the I [ ] I 
diagonal correlations as that derived by Onsager.29 exp 2~ L .... 10 A(w) dw , 
The generating function for the Toeplitz determinant 

(7.3) 

is now and further, 

¥~ IDkl/G
k 

= exp [~nd"d_"J ' (7.4) 
co 

= L: b"e
i
"'" , (6.14) where 

n--c:o 

and the elements b" can be expressed in terms of 
Legendre functions of the second kind30

, 

(7.5) 

b = -1-1" [k cos ru.J - cos (n +21r] dw 
n (2'11-) _.. [1 - 2k cos w + k ] 

are the coefficients in the Laurent expansion of 
(6.15) In A(w). 

= 1I'-I[k1Q"_1(X) - k-iQ"+l(X)] , 

where 
x = !(k + k-1

) = cosh TI, 

(6.16) 

TI being defined as in MPW by e -~ = k±l according 
as T ~ T c. At the critical point k = 1 and b" = 
2/[1I'(2n + 1)].31 Alternatively, setting VI = 0 and 
then replacing V3 by VI we get the generating function 
for row correlations obtained by MPW: 

C(w) = (Vlz2e'''' - 1)(v1e'''' - z2))1 
(e'''' - V1Z2)(Z2e'''' - VI) 

co 

= L: ene'·UiI, 
n--co 

where 

Now the generating function A(w) defined by 
(6.13) for the triangular lattice can be written in 
the form 

A(w) = ei~, 

where a is a real angle. Hence 

(7.6) 

10 A(w) = ia = ! 10 (a - ~e~:",- ce-::) , (7.7) 
a- e -ce 

or equivalently, factorizing the argument of the 
logarithm, 

(7.8) 

(6.18) so that do = 0 and G(A) = 1. Expanding (7.8) 
we obtain the Laurent coefficients 

7. THE SPONTANEOUS MAGNETIZATION 

The spontaneous magnetization is related to the 
long-range order by the formula 

M2 = R = lim (CTo.OCTk,k)' (7.1) 

The limiting value of the correlation can be obtained 
by applying the following theorem on ToepIitz 
determinants32 

: 

29 See C. Domb, Ref. 1, p. 201, Eq. (108), where the 
index! has been omitted from the generating function. 

30 Reference 27, Vol. I, p. 156, Eq. (10). 
31 See footnote on p. 1251 of Ref. 5. 
32 U. Grenander and G. Szegii, Toeplitz Forms and their 

Applications, (University of California Press, and Cambridge 
University Press, Cambridge, England, 1958). 

d" = - (2n)-I(c~ - c;) = -d_". (7.9) 

Below the critical point, 

~ d d = 1. 10 (1 - cD(l - c~)). 
£....i n "-,, 4, (1 )2 
.. -1 - c1c:! 

(7.10) 

Substituting in (7.4), the limiting value of the 
Toeplitz determinant for (CTo, OCTk, k), and hence the 
long-range order, is given by 

(7.11) 
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TABLE 1. Rowand diagonal critical-point correlations for the 
quadratic (Q) and triangular (T) lattices. Wi; = (0"0.00";.;). 

k WkkT Wkk T X kl Wkk Q WkkQ X rl WkOQ WkOQ X kl 

1 0.66667 0.66667 0.63662 0.69424 0.70711 0.70711 
2 0.56192 0.66824 0.54038 0.70079 0.59472 0.70724 
3 0.50783 0.66834 0.48927 0.70219 0.53579 0.70514 
4 0.47266 0.66844 0.45565 0.70270 0.49800 0.70426 
5 0.44706 0.66851 0.43107 0.70294 0.47079 0.70399 
6 0.42717 0.66856 0.41194 0.70308 0.44972 0.70385 
7 0.39755 0.66860 0.39641 0.70316 0.43267 0.70377 
8 0.38602 0.66861 0.38343 0.70321 0.41843 0.70371 

00 0 0.66865 0 0.70338 0 0.7035 

where 

and 
(7.13) 

Above the critical point the series (7.10) diverges 
and the magnetization is zero. 10.11 

8. CRITICAL-POINT CORRELATIONS 

A. Ferromagnetic 

The row correlations of the quadratic lattice have 
been studied by Onsager and Kaufman. 5 At the 
critical point, v = z = V2 - 1, the elements of 
the Toeplitz determinant for the correlation (uo.oUk,O) 
simplify and can be evaluated explicitly. The en 
defined by (6.17) are equivalent to the ~-n of 
Onsager and Kaufman, and at the critical point, 

21!T 
ell = - [V2 cos 2na sin a 

7r 0 

+ sin 2na cos a]/(2 - cos2 a)l da, (8.1) 

which for large values of n has the asymptotic 
expansion 

1 [ V2 1 
ell ,......, (1m) 1 - 2n + 2r? 

- ~ + 4~4 - ... J (8.2) 

The exact critical values of en for Inl ~ 3 have 
been given by Onsager and Kaufman, who also give 
an approximate formula for the numerical value of 
the Toeplitz determinant for (Uo.aUk.o) valid for large 
spin separation k: 

(8.3) 

The expression (8.3) is exact for the diagonal cor­
relations, for which 

(8.4) 

at the critical point. 31 To first order in l/n, the 
elements of the Toeplitz determinants for row and 
diagonal correlations are equal, and one might 
reasonably assume that their mode of decay 'with 
distance is similar. It can be shown that for the 
diagonal correlations, for which the kth-order 
Toeplitz determinant is given by (8.3), 

(8.5) 

where r is the separation of the spins and Bo ~ 
0.7034.1.17 To test this result further for the row 
correlations, we have calculated (uo.ouk.o)-exactly 
for k ~ 4 and to the approximation for en given 
by (8.2) for Inl > 3-for a few values of k. A plot 
of [rl X (UO.OUk.O)] against 1/k2 is a straight line­
within the limits of the approximation-and the 
intercept at 1/k2 = 0 yields an estimate for Co. 
Hence we find that for large spin separation r (= k 
in this case), 

(uo.oUk,O) ~ (Co/rt)[l + C1/k2], (8.6) 

where 

Co ~ 0.7035 ± 2, and C1 ~ +0.02. 

As a check on the reliability of the method the 
diagonal correlations were evaluated exactly for 
selected values of k, and in agreement with the 
exact result (8.5f7: 

(uo.oUk,k) ~ (Bo/rl)[l + B1/k
2
], (8.7) 

where Bo = 0.70338 ± 2, and B1 = -0.0156 ± 5. 
Thus it appears that the correlations decay with 
approximately radial symmetry for large spin separa­
tions. This is consistent with the formula conjectured 
by Onsager for the mean reciprocal range of order (3.3 
Specimen numerical values are quoted in Table I. 

The investigation of the triangular lattice critical­
point correlations follows the same lines as above. 
At the ferromagnetic critical point, v = w = 1/ V3 
(see footnote 16), the elements an of the Toeplitz 
determinant again reduce to elementary integrals. 
Explicitly, 

21"/2 an = - [2 cos 2na sin a 
7r 0 

+ V3 sin 2na cos a]/(4 - cos2 a)i da, 

which has the asymptotic expansion 

(8.8) 
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TABLE II. Antiferromagnetic correlations at T = -0 for the triangular lattice. WkO = (O"O.OO"k.O)' 

W3I_2.0 W3I-2,O X ki W3I-l.O W3I-l.O X kt WlIl.O W3/.O X kt 

1 -0.33333 -0.33333 -0.19285 -0.27273 +0.35852 +0.62097 
2 -0.16561 -0.33123 -0.13362 -0.29878 +0.25682 +0.62909 
3 -0.12320 -0.32597 -0.10802 -0.30552 +0.21027 +0.63080 
4 -0.10225 -0.32334 -0.09302 -0.30852 +0.18227 +0.63141 
5 -0.08925 -0.32180 -0.08291 -0.31020 +0.16311 +0.63170 
6 -0.08020 -0.32080 -0.07550 -0.31128 +0.14893 +0.63186 
8 -0.06813 -0.31957 -0.06518 -0.31257 +0.12901 +0.63202 

10 -0.06026 -0.31886 -0.05818 -0.31332 +0.11540 +0.63209 
14 -0.05029 -0.31805 -0.04906 -0.31415 +0.09754 +0.63216 
17 -0.04539 -0.31770 -0.04448 -0.31451 +0.08852 +0.63218 
20 -0.04168 -0.31746 -0.04098 -0.31476 +0.08162 +0.63219 

a:> 0 -0.31613 0 

1 [ V3 1 
an ~ (1m) 1 - un + 3n2 

- V3 + -.1..._ ... J. (8.9) 
6n3 3n4 

The leading term is once again (1I'n)-\ so that for 
large n, an ~ b" ~ en, and we might expect that 
the triangular lattice correlations will decay as 
l/r! too. The exact values of an for Inl S 3 are 

ao = 2/3, 

a±l = (2 - 4V3/11') 

± (4V3/3 - 6/11') = {+0.194226 , 
-0.604857 

a±2 = (22 - 40V3/1I') (8.10) 

± (40V3/3 - 72/11') = f +0.122543 
L-O.228855 

a±3 = (258 - 468V3/11') 

± (460V3/3 - 834/11') = J +0.088756 
l-0.132599 

Clearly row and diagonal correlations are the 
same, and, as for the quadratic lattice, we have 
calculated (uo.oUk,k) = (uo.ouk,O)-exactly for k S 4 
and to the approximation for an given by (8.9) for 
Inl > 3-for selected values of k. We conclude that 
for large spin separation r the correlations decay 
with approximately radial symmetry as 

(uo.ouu) ~ (Ao/ri)[l + AJe], (8.11) 

where Ao = 0.66865 ± 1, and Al ~ -0.0037 ± 1. 
Sample numerical results have been included in 
Table I. 

Now by an argument similar to that given by 
Fisher for the quadratic lattice,17 one can deduce 

-0.31613 0 +0.63223 

that the parallel susceptibility should diverge as 
(1 - Tc/T)-7/4. 

B. Antiferromagnetic 

At the antiferromagnetic zero point, the correla­
tion (UO.OUk.k) is given by the k X k Toeplitz de­
terminant defined by (6.13) with v = -1, T = -0. 
The elements an can be evaluated explicitly as 

au = -1/3, an = - [2 sin (21m/3)]/(1m). (8.12) 

That is, 

a o = -1/3, a3r = 0, 

alar-I) = -a(3r-2) = V3/(1m). 
(8.13) 

Table II contains the numerical values of (uo.ouu> 
for various values of spin separation k (= r). The 
correlations fall in groups of three; . two negative 
and one positive, the magnitude of the positive 
correlation occurring at k = 3l, 1 = 1, 2, ... being 
almost exactly equal to the magnitude of the sum 
of the two adjacent negative ones. This periodicity 
is related to the three sublattices into which the 
triangular lattice may be divided, and there is a 
direct correspondence between the "frozen in" state 
apparent from the values of (uo.oUk,k) and the ground 
state of leading entropy discussed by Wannier 
(p. 361, and Fig. 8 of Ref. 14). An analysis of the 
decay of the correlations with distance k on the 
same lines as that performed for the ferromagnetic 
case indicates that for a given sublattice, i = 0, 1,2, 
(UO.OUk.k) ~ E~i) /ki for large k, and that in detail 

( ) 
Eo El E2 (;) [ (i) (i) ] 

Uo.oUk,k ~ -;:r 1 + --;;:- + 7 + ... , 

i = 0, 1,2. (8.14) 

For the sublattice containing the origin spin 0"0.0. 

the correlations are all positive: 
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E~O) = +0.632 226 ± 2, 

E~O) = -0.187 ± 5. 

For the sublattice kl = (3l - 2), 

cg = lZ[T(6K) + 6T(4K) + 15T(2K) + 10], 

(8.15) C~ = lZ[T(6K) + 2T(4K) - T(2K) - 2], 

C: = lzH6K) - 2T(4K) - T(2K) + 2], 

C: = lZ[T(6K) - 6T(4K) + 15T(2K) - 10], 

(9.3) 

E~ll = -0.316 13 ± 3, E!ll = +0.32 ± 2, (8.16) where 

and for the second sublattice k2 = (3l - 1), T(X) = tanh x/x. (9.4) 

E~2) = -0.316 13 ± 3, E!2) = -0.32 ± 2. (8.17) 

Thus the leading terms are such that asymptotically 

(8.18) 

and 

(8.19) 

The sum of the group of correlations (0'0.0, 0'31-1.0), 
(0'0.0<131,0) and (<10.0<131+1.0) decays so rapidly with 
distance that Eqs. (8.18) and (8.19) are almost 
certainly exact. Hence the series 2::-1 (<lO.OO'k.O) 

converges rapidly too, and has the estimated sum 
-0.333275 ± 1. 

9. PERPENDICULAR SUSCEPTIBILITY (i) 

Fisher18 has derived an exact formula for the 
perpendicular susceptibility X.l of an Ising lattice 
in terms of the correlation functions. For a lattice 
with coordination number q, 

X.l(T) = N
k
m
T

2 

[Cg(K) + C~(K) 2: (SkSI) 
• (k.1) 

+ C;(K) 2: (SkSISmS .. ) + ... ], (9.1) 
kIm" 

where the sums extend over all possible even spin 
correlations between the q nearest-neighbor spins 
to SO; and the coefficients C~ are explicitly 

C~(K) = 2-
0 "~1 [ 11 SI ] 

X tanh (K t Sk) / (K t Sk)' (9.2) 

If the lattice orders both ferro- and antiferromag­
netically, X.l is an even function of K, rising from 
the finite value Nm2/qJ at T = 0 to a maximum, 
which occurs just above the critical point, and then 
falling to zero as T ~ co. At T = T e , X.l exhibits 
a logarithmic singularity (with vertical tangent), 
but remains finite. Thus X.l will be a smooth con­
tinuous function of temperature for the triangular 
lattice with ferromagnetic interactions: J positive. 

Evaluating the coefficients C~ from (9.2) we get 

Figure 4 (g) shows the nearest-neighbor spins of 
So = <10.0. In the case of equal interactions the 
correlations required simplify and the sums in (9.1) 
become 

2: (SkSI) = 6S01 + 6S13 + 3S14 
(k .1) 

= 6(<10.0<11.1) + 6(<1-1.0<11.1) + 3(<1-1.-1<11,1), (9.5) 

2: (SkSISmS .. ) = 6S1234 + 6S1235 + 3S1245 
(kim .. ) 

= 6(<11.0<11.1<10.1<1-1.0) + 6(<11.0<11.10'0.1<1-1.-1) 

+ 3(<1-1.0<10.1<10.-1<11.0), 

and the six-spin correlation 

10. CALCULATION OF CORRELATIONS 

(9.6) 

(9.7) 

The 2-, 4-, and 6-spin correlations required for 
the evaluation of X.l can be evaluated by the methods 
discussed in MPW and Secs. 3, 5, and 6 of this 
paper. What follows is, therefore, only an outline 
of the results. For each correlation, the figure (Fig. 4) 
shows the altered bonds in the decorated (dimer) 
lattice and the Pfaffian contains the corresponding 
matrix elements. The sign of the Pfaffian has been 
chosen in each case to make the correlation positive 
at the ferromagnetic zero; some of the correlations 
are negative for antiferromagnetic interactions. In 
general the matrix elements can be expressed in 
terms of elliptic integrals. At the critical points, 
T = T. ferromagnetic, and T = -0 antiferro­
magnetic, the integrals simplify and can be per­
formed exactly. The values of the correlations at 
these points are quoted. To make the results more 
compact, the factor (1 - v2

) has been absorbed 
into the matrix elements which are now denoted 
by rounded brackets. 

The correlation SOl has already been discussed in 
Sec. 5 (see Fig. 4a), and is given by 

SOl = v + (1, I)", 

SOI(Tc) = I, 
SOI(-O) = -to 

(10.1) 

(10.2) 

(10.3) 
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Since the combination [v + (1, l)sT] appears as 
an element of the Pfaffian for all the correlations, 
it is denoted there by 8 01 for brevity. 

S (-0) = [-1: + 4V3 - ~J 1234 3 311" 11"2 

= +0.097 808. (10.15) 
St3[Fig. 4(b)] = -I-Sol (I, 0).. (2,1)" 

(0, 0)10 (I, 1)11 , 

SOl 

[ 8 8V3J S13(T.) = -9 + --a;- = +0.581 321, 

The 4-spin correlation 8 1235 requires the perturba­
(10.4) tion of three dimers and hence is given by a 5 X 5 

Pfaffian. By choice of the appropriate spins, two 
of the dimers can be made to correspond to the 

(10.5) correlation S13, 

[ 1 2V3J 
S13( -0) = 9 + ~ = +0.478 664. (10.6) 

8 13 is the second-nn correlation. The third-un cor­
relation 814 has already been obtained in Sec. 6 
as a 2 X 2 determinant. For completeness the 
corresponding Pfaffian is 

S14(Fig. 4c) = + ISol (I, 1) •• (2, 2) •• 

(0,0) •• (1, 1)" , (10.7) 

SOl 

[
16 12J 8 u (T.) = 9 - 11"2 = +0.561 924, (10.8) 

8 14(-0) = [~ - ;2J = -0.192852. (10.9) 

The 4-spin correlation 8 12•5 has been treated as 
an example in Sec. 3, and can be obtained by 
perturbing two dimers only, 

SI24s(Fig.4d) = + ISoI (-1,1) •• (0,2) •• 

(-2,0) •• (-I, l)u , 

(10.10) 

S (T) = [_140 + 160V3 _ 132J 
1245 • 9 311" 11"2 

= +0.474256, (10.11) 

[ 1 4V3 6 J S1245(-0) = 9 + ~ - 11"2 

= +0.238 289. (10.12) 

The 4-spin correlation S1234 can also be obtained 
by perturbing two dimers, 

SI234(Fig. 4e) 

= -I - SOl (-2,0)u. 

SI235[Fig. 4(f)] 

= +1 - SOl (0, l)rr (1, l)rl (I, 1)" (2, 2)r. 

(-I,I)lr (0, 1)11 (0, 1)1. (I, 2)11 

-SOl (1, 1) .. (2, l)r. , 
(0, 0)" (I, 1)11 

801 
(10.16) 

8 (T) = [_ 28 + 20 V3 _ 48 + 48 V3] 
1235 • 27 311" 11"2 11"3 

= +0.456414, (10.17) 

S (-0) = [_13 + 2V3 _ .! + 3V3J 1235 _ 27 311" 11"2 11"3 

= -0.250 309. (10.18) 

The 6-spin correlation 86 also requires the per­
turbation of three dimers, which can be chosen 
so that two of them correspond to the correlation 
S1234. 

S6[Fig. 4(g)] = 

+1- SOl (2, l)r" (2,2)rd (0,1) .. 

(I, 1)1" (1,2)ld (-1, I)" 

(-2, 0)". 

(l,2)r' 

(0, 2)11 

(-1,1)". , 

(-2, -1)d. (-l,O)d' 

SOl 
(10.19) 

S (T) = [_1463 + 736V3 _ 1008 
6 • 27 311" 11"2 

+ 38~f3J = +0.393153, (10.20) 

(-2, -1)d. (-I,O)d' , 

SOl 

(10.13) [ 5 4V3 9 
S6( -0) = -- + - - 2 

27 311" 11" 

[ 
40V3 48J SI234(T.) = -2 + ---a:;- - 11"2 + 6 ~J = -0.026 803. (10.21) 

= +0.487 635, (10.14) The matrix elements in the Pfaffians for the 
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'·0..--......,,00::::::---.------,-----. 

0·51----1---

FIG. 5. Ferromagnetic correlations versus T ITc. (a) SOl, 
(b) S13, (c) Sa, (d) S6. The 4-spin correlations lie between 
SOl and Se. 

correlations are not all independent. By careful use 
of the transformations in the Appendix the number 
of double integrals to be evaluated can be reduced 
to nineteen. In every case the first integration can 
be performed in terms of the integrals I" defined 
previously (4.10). The remaining integrals could then 
be expressed in terms of elliptic integrals, but this 
exercise would not be very illuminating. Instead 
the values at the critical points T = Tc and T = -0 
have been calculated exactly and at intermediate 
points we have resorted to numerical integration 
on a digital computer. Graphs of the versus cor­
relations are presented in Figs. 5 and 6. 

As is to be expected, the correlations are all 
unity at the ferromagnetic zero and decrease steadily 
as the temperature rises. At the critical point T = Te , 

indicated by a transverse line on the graphs 
(Fig. 5), the [A + B(T - To) In IT - TolJ depend­
ence of SOl leads to a vertical tangent as mentioned 
before. The antiferromagnetic behavior of the cor­
relations is quite different, (Fig. 6). The 6-spin 
correlation, S6(d), changes sign twice, and the third­
nearest-neighbor correlation, SI4(e), changes sign 
once at T IT. ~ -0.7. The remaining correlations 
decay steadily in magnitude as the temperature 
rises and have points of inflexion between - t and 
-t of Te. 

11. TRANSFORMATION OF CORRELATIONS 

A useful check on the values of the correlations 
calculated in the previous section can be obtained 
by applying a result derived by Fisher to the 
triangular lattice.33 From Eq. (80), p. 980 of Ref. 33 
we can obtain a recurrence relation between the 

33 M. E. Fisher, Phys. Rev. 113,969 (1959). 

correlation SOl and the correlations between the 
six nearest-neighbor spins to SO. Specifically, 

6 (~) 
(SoS.) = L ctr(SrS.> + L fl,(S.,Sb,Sc.S.) 

(!) 
+ L 'Y,,(SavSb.Se.Sd.S •• S.), (11.1) 

,,-1 

where in the products Sa,Sb,S." Sa.Sb.S •• Sd.S •• , no 
spin may appear more than once, and the sums 
run over all possible permutations of the six nn spins. 
When the interaction parameters K; are all equal 
the SUbscripts distinguishing the coefficients ct, fl, 'Y 

may be dropped. From the definition of (so s.), 

(S08.) = L SoS. exp (L Ksis;)IZN, (11.2) 
a£-*l (if) 

select the summation over So = ±I, 

2:0 = '~1 So exp (KSo t s;), (11.3) 

which can be expanded in the form 

[ 

6 (~) 
2:0 = ct L s. + {3 L Sa.Sb,S .. 

r-l t=1 

(11.4) 

Q 

b~~---'-r--------r-------~ 

c 

r 

-0·51------"------""-------1 
-0-0 -O'G 

FIG. 6. Antiferromagnetic correlations versus T /'1' •. Read­
ing from top to bottom down the axis T = -0: (a) Sll, 
(b) SI7.<6, (c) S1'l«, (d) S6, (e) Sa, (f) S1236 and (g) SOl. 
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Insertion of the transformation (11.4) in (11.2) 
yields the recurrence relation (11.1). The coefficients 
a, fl, "I can be determined quite simply from (11.3) 
and (11.4) by multiplying through by 8 r " 8at ,8b.,8c .' 

and 8a.,8b.,8c .,8d.,8 •• , in turn, and summing over the 
26 states of the six-nn spins. For the triangular 
lattice this yields 

a = l2[tanh 6K + 4 tanh 4K + 5 tanh 2K], 

fl = l2 [tanh 6K - 3 tanh 4K], (11.5) 

"I = l2[tanh 6K - 4 tanh 4K + 5 tanh 2K]. 

Finally putting g = 1 in (11.1) we get the required 
relationship linking Sal and the correlations between 
the nn spins to 8 0, 

SOl = a(l + 2S01 + 2S13 + S14) 

+ (3(4S01 + 4S13 + 2S14 + 4S1234 + 4S1235 + 2S1245) 

2·' ,-----,,-----,----------..., 

2·ol----t_ 

,·s 1----+---

/'0 fo---+---=--+-----.::.--...: ....... --l-----l 

.·s / .• 
FIG. 7. Xl.lx. VB TIT. for (a) ferromagnetic triangular, and 

(b) antiferromagnetic triangular lattices. 

xi(T max)/Xo = 1.159 76 at TIT. = 1.077, 

+ 'Y(2S1234 + 2S1235 + S1245 + S6)' (11.6) x~(T max)/xo = 1.183 14 at TIT. = 1.088, (12.4) 

The correlations calculated in the previous section X~(Tm.x)/xo = 1.213 at TIT. ~ 1.1, 
satisfy this check, as may easily be verified In 

particular at the points T = T. and T = -0. 

12. PERPENDICULAR SUSCEPTIBILITY (ii) 

It now remains to complete the calculation of 
the perpendicular susceptibility of the triangular 
lattice by substituting the values of the correlations 
in Sec. 10 in the formula (9.1), together with the 
appropriate coefficients lEqs. (9.3)-(9.7)]. At the 
ferromagnetic critical point (kTclJ = 3.640957, 
tanh 2K = !), writing Xo = Nrn21qJ for convenience, 
we find that 

T(T)/ = ~ [ill (2795 _ 1444V3 
Xl. • Xo 4 kT c 27 311' 

+ 2052 _ 816 V3) + ~ (_ 15323 
11'2 11'3 21 27 

+ 8344V3 _ 118
2
44 + 4704aV3)] 

311' 11' 11' 

where we have quoted Fisher's results for the 
quadratic and honeycomb lattices. It is to be 
expected that the values of xl.lxo follow a trend 
related to the variation of the coordination number 
q between the lattices. As has been mentioned 
already, the antiferromagnetic triangular lattice has 
a singular point at the absolute zero, T = -0, 
and xi diverges as liT. The exact form of the 
divergence is 

T(T ~ -0) ~ Nrn
2 

[~+ V3 _ 3V3] 
Xl. kT 27 311' 411'3 

(12.5) 
Nm2 

= kT X 0.290028. 

This result should be compared with the conclusions 
of Sykes and Zucker19 for the parallel susceptibility 
in the antiferromagnetic case. By numerical analysis 
of the series expansion in v = tanh K for x~ they 
conclude that as T ~ -0 

= 1.120253. (12.1) xf(T ~ -0) ~ (Nrn2IkT) X 0.138 89 ± 5. (12.6) 

The corresponding value for the quadratic lattice 
(q = 4) is 

xf(T.)lxo = 1.136951, 

and for the honeycomb lattice (q = 3) is 

x~(T.)/xo = 1.154 701. 

(12.2) 

(12.3) 

The behavior of Xl. for the honeycomb, quadratic 
and ferromagnetic triangular lattices is very similar. 
The parameters at the maximum are 

Both the antiferromagnetic susceptibilities are stead­
ily increasing functions of /K/, xi having the larger 
amplitude of divergence. xii Xo has been plotted 
against TIT. in Fig. 7 for ferro- and antiferromag­
netic interaction energies. 
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APPENDIX 

On expanding the determinant A(<Ph <P2) in Eq. 
(2.10) by the first row, we get for the cofactors 

C uu = 2ivi (I - v~) sin <PI 

+ 2iva(1 - v~) sin (<PI + <P2), (AI) 

Cus = I + v~ + 2VIV2Va - [v2va(1 + vD + 2vl]e
icf>. 

- v2 (1 - v~)e-icf>. - va(1 - v~)eHcf»+cf>.), (A2) 

CUR = I - vi - vlv2(1 - v~)eHcf>.-cf>.) 

- (VI + 2V2Va + vlv~)eicf>. 
- (v2 + 2vlva + v2v~)e-icf>., (A3) 

CUD = -(I - vD(1 - vi) + 4VIVae-icf>. 

+ V2e-icf>'[(1 + v~)(1 + vi) + 2VI(1 - vi) cos <PI 

+ 2V3(1 - v~) cos (<PI + <P2)], 

CUT = -(I - v~) + V2V3(1 - v~)e-i(2<1>.+cf>.) 

+ (V2 + 2VIVa + V2V~)e-i<l>. 
+ (Va + 2V1V2 + vaVDe-Hcf>.+cf>.) , 

CUL = I + vi + 2V1V2Va 

- [v lv2(1 + vi) + 2Va]e-Hcf>.+cf>.) 

- vl(1 - v;)e-icf>. - v2 (1 - v;)e-icf>.. (A6) 

When the interactions are all equal, a factor of 
(I + v) may be removed from the cofactors. This 

factor, together with the (I + v) from the term 
(I - v2

) multiplying each matrix element in the 
correlation Pfaffians, can be canceled with the 
similar factor appearing in A = (I + v/ A' [Eq. 
(5.16)]. The matrix elements (p, q);; are finite at 
v = -I, T = -0. 

The transformations for obtaining the other co­
factors are summarized in the following table. For 
example, to obtain the cofactor C TS, apply the 
transformation T to the cofactor CUD' U is the 
identity transformation: 

U s R D T L 

CUU Css CRR CDD CTT CLL 

Cus -CSR CRD -CDT Cn -CLU 
(A7) 

CUR CSD CRT CDL CTU CLS 

CUD -CST CRL -CDU CTS -CLR 

CUT CSL CRU CDS CTR CLD 

CUL -CSU CRS -CDR CTD -CLT 

The transformations are 

When the interactions are all equal, the integrals 
containing the cofactor CUL can be transformed to 
ones containing Cus, and similarly for CUT and CUR. 
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A nested Hilbert space is a pair of Hilbert spaces H 0, HI, each of which is in a certain sense identified 
with a dense subset of the other. These structures are used here to study analytic continuation into 
"unphysical sheets" and to discuss nonnormalizable states of quantum-mechanical systems. 

1. INTRODUCTION 

I N the practice of quantum mechanics the Hilbert 
space framework i is often found too restrictive. 

The need for more room is felt particularly in ques­
tions involving the analytic continuation into "un­
physical sheets" where one has to deal with func­
tions that increase at infinity. 

The aim of this paper is to point out that struc­
tures only one step removed from Hilbert space 
can be used to handle such questions. They consist­
roughly speaking-of a pair of Hilbert spaces, each 
of which may be identified with a dense subset of 
the other. Such identifications are possible because 
every element of a Hilbert space can also play the 
role of a linear functional. 

Structures of this kind are not new. In one form 
or another, they are a standard tool of functional 
analysis and had, for example, been used by Fried­
richs2 about thirty years ago. 

The present work was strongly influenced by the 
books of Gel'fand and collaborators on distribution 
theory.3 The spaces introduced by them in Vol. IV 
involve sequences (rather than pairs) of Hilbert 
spaces. For the purposes of this paper, a pair of 
Hilbert spaces is sufficient, since there is no need 
to make continuous all sensible operations (such as 
differentiation) . 

Section II contains the starting definitions and a 
few examples. The relationship between operators 
in the two Hilbert spaces is studied in Sec. III. 

• The research reported in this paper has been supported 
in part by the Army Research Office (Durham) under Con­
tract No. DA-ARO-(D)-31-124-GI33, and by the National 
Science Foundation. 

t Present address: Courant Institute of Mathematical 
Sciences, New York University, New York, New York. 

1 J. von Neumann, Mathematical Foundations of Quantum 
Mechanics (Princeton University Press, Princeton, New 
Jersey, 1955). 

• K. Friedrichs, Math. Ann. 109, 465 (1934). Reproduced 
in F. Riesz and B. Sz-Nagy, Functional Analysia (transla­
tion) (Frederick Ungar Publishing Company, New York, 
1955), pp. 330-336. 

81. M. Gel'fand, G. E. Silov, and N. Ya. Vilenkin, Gen­
eralized Functions (State Press for Physics and Mathematics; 
Moscow, 1958-61), Vois. I-IV. 

These relationships are used, in Secs. IV-VI, to 
investigate analytic continuation into "unphysical 
sheets". Section VII is concerned with the statistical 
interpretation of nonnormalizable states in quan­
tum mechanics, and Sec. VIII with resonances and 
scattering. 

II. DEFINITIONS AND EXAMPLES 

Definition: Let Ho and HI be infinitely dimen­
sional, separable Hilbert spaces.4 An inclusion of HI 
into Ho is a linear mapping EOl which 

(a) is defined for every f E HI and continuous; 
(b) has range dense in Ho; 
(c) is one-to-one. 

The inverse of EOl always exists, but need not 
be continuous. The adjoint of E oI , denoted by E lo 
and defined by 

is an inclusion of Ho into HI' To see this, notice 
that (a), (b), (c) for EOl imply, respectively, (a), 
(c), (b) for E IO • 

Definition: A nested Hilbert space (Ho, HI, EoI) 
is a structure that consists of two Hilbert spaces 
Ho, HI, an inclusion EOl of HI into Ho, and the 
adjoint inclusion E lo of Ho into HI' 

Note added in proof. A slightly different definition, 
involving at least three different spaces can be used 
to simplify many arguments of this paper. 

The structure of nested Hilbert space determines 
the numbers (f, s)o (scalar products in Ho; f E Ho, 
s E Ho), the numbers (h, k)I (for all h E HI, k E HI) 
and the numbers (f, EoIO)o = (ElOf, 0)1 for all 
f E H 0 and 0 E HI' 

Example 1: Let R" be the real n-dimensional 
4 It is assumed that thp- reader is faIniliar with the termi­

nology of Hilbert space theory. See the books of Refs. 1 
and 2, 01' M. H. Stone, Linear Transformations in Hilbert 
Space and their Applications U! Analysia (American Mathe­
matical Society Colloquium Publications, New York), Vol. 
XV. 

1025 
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Euclidean space, and x ERn. Let M(x) be a con­
tinuous function such that 0 < M(x) ~ 1 for every 
x E R". Let Ho = L (2) be the Hilbert space of 
functions square-integrable over Rn. Denote by 
HI = L (2) (M- 2

) the Hilbert space of measurable 
functions f(x) for which 

Then the correspondence E ol: (Eod) (x) = f(x) for 
every f E HI, is an inclusion of HI into Ho. The 
adjoint inclusion is: 

(EloY)(x) = M\x)y(x) , for every y E L(2). 

Example 2: Let Ho and HI be arbitrary. Let Ih,,} 
be an orthonormal basis in H o, and {en} an ortho­
normal basis in HI. Let An be a sequence of positive 
numbers such that lim A" = 0 as n ---t eX>. Then 

... 
EOl = L: Ihn > A" < enl (1.1) 

n-O 

isS a completely continuous inclusion of HI into H o. 

Its adjoint is 
co 

ElO = L: len> An < hnl. (1.2) 
n-O 

Every completely continuous inclusion of HI into 
Ho can be written in the form (1.1), with a suitable 
choice of the bases I en}, I hn } and of the numbers An. 

Example 3: Specialize Example 2 by considering 
Ho = L (2) (over RI). InHo, consider the orthonormal 
basis of Hermite functions hn(x). Define HI as the 
Hilbert space of functions f(x) = L::-o fnhn(x) such 
that L::-o IflA;;-2 < eX> , with the scalar product 

(f, Y)I = L: (f";.Yn/A!). 

Let, again, as in Example 1, (Eod)(x) = f(x). Then 
e,,(x) = A"hn(x), and 

(EloY)(x) = J K(x, y)y(y) dy, 

where 
... 

K(x, y) = L: hn(x)A!hn(y). (1.3) 
n-O 

If An = K
n with K < 1, then K(x, y) can be explicitly 

computed. The Fourier transformation is a unitary 
operator in HI' 

Example 3a: Impose on the numbers An the 

• Equation (1.1) means E ot f = 2:X,,(en, f)t hn for every 
fEHt• 

condition 

A! ~ A/r(n + 1) (n=0,1,2 .. ·) 

for some constant A. Simple estimates6 then show 
that every f E HI is entire analytic and that, for 
every number b > 1, there exists a constant C = C (b), 
independent of f, such that 

If(x + iy)1 ~ C IIflll exp (-!b- I
X

2 + !by2). (1.4) 

It follows from (1.4) that, for every complex w, 
there exists in HI a vector Ow such that,7 for every 

(1.5) 

It is convenient to consider in HI the family o(u, w) 
of operators (of trace class) defined by 

(U, w complex). (1.6) 

Example J/: Let again H 0 = L (2). Denote by S 
the vector space of infinitely differentiable complex­
valued functions fex) such that, for m, n = 0, 
1, 2 '" , the function xmDnf(x) is bounded. Denote 
by p the operator i-ID and consider in S the se­
quence of positive-definite operators 

Lo = 1, 

Let a > 0 and A > O. Define HI = Sea; A) as the 
Hilbert space of functions f E S for which 

L: [r(an)Anr 2(f. Lnf)o < eX> 

with the scalar product 
., 

(f, Y)l = L: [r(an)AT 2 (f, L"y)o. 
n-O 

The Fourier transform is a unitary operator in 
Sea; A). 

Every f E Sea; A) decreases at x ---t eX> as 
exp (-a Ixil/a) (a > 0). If a < 1, then every 
f E Sea; A) is entire analytic of order ~ (1 - a)-I . 

For a < !, the space Sea; A) is trivial, i.e., 
consists only of the element f = O. 

6 See Appendix. 
7 Hilbert spaces of analytic functions-with elements Ow 

that satisfy (1.5)--appear in many questions. See V. Barg­
mann Commun. Pure Appl. Math. 14, 187 (1961) and 
H. Meschkowski, Hilbertsche Riiume mit Kernfunktionen 
(Springer-Verlag, Berlin, 1962). 

8 The Hilbert spaces Sea., A) are closely related to the 
vector Bpaces "of type S" studied in Vol. II of Ref. 3. See 
also S. Mandelbrojt, Ann. Sci. Ec. Norm. Sup. Ser. 3 77, 
154 (1960). 
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Note added in proof. The connection between If the functions X E HI decrease as Ixl ~ co, 

Example 3 and Example 4 is discussed in a forth- then F may increase as Ixl ~ co. 

coming paper entitled "Hilbert spaces of type S." 

Remark: The bilinear form 

is sometimes more important than the scalar 
products in Ho and HI' This motivates the following 
definition: 

The nested Hilbert space (Ho, HI, Eol) is said to 
be equivalent to the nested Hilbert space Ho, HI, Eol) 
if there exists a linear mapping L from (the whole of) 
Ho onto Ho, and a linear mapping J from HI onto 
HI such that 

(a) Land J are bounded and have bounded 
inverses; 

(b) the equation EOl = L * EolJ holds. 

These conditions are equivalent to the requirement 
that, for every h E Ho and every f E HI, one 
should have 

(h, Eod)o = (h, Eotf)o, 

with h = Lh and J = Jf. 
In particular, if Land J are unitary, then the 

two nested Hilbert spaces are isomorphic. 

Remark: It is sometimes convenient to identify 
elements that are in correspondence through an 
inclusion. Since inclusions are one-to-one, this does 
not lead to contradictions. One has to remember, 
however, that it becomes then impossible to main­
tain, in both Hilbert spaces Ho and HI, the usual 
identifications between elements and continuous 
linear functionals. For example, assume that one 
has identified every f E HI to Eod E Ho, and 
every h E Ho to Eloh E HI' If then one identifies 
every h E Ho with the linear functional cp ~ (h, cp)o, 
one is committed to identify f E HI with the linear 
functional X ~ (f, EloEolx)1 = (Eod, Eolx)o rather 
than with the functional X ~ (f, xL. 

To illustrate this, consider the case where (a) 
H 0 = L (2), (b) HI is a space of functions, and 
(c) (Eod)(x) = f(x) (f E HI)' Then 

(f, ElOEolx)1 = (Eod, Eolx)o = J f*(x)x(x) dx. 

It may happen that the linear functional X ~ (f, X)I 
can also be written as 

(f, X)I = J F*(x)x(x) dx 

but the function Jl is in general different from f. 

III. OPERATORS 

1. Let A be any linear operator with domain 
and range contained in Ho. Consider, in HI, the 
operators 

(2.1) 

and 

(2.2) 

The domain of elO(A) is (EOI)-IDA where DA is 
the domain of A. 

The domain of jlO(A) is the subset of (EOI)-I D A 

consisting of vectors which are also such that 
AEod E EoIHI. 

If A is bounded and self-adjoint, then elo(A) is 
also bounded and self-adjoint, while jlO(A) is, in 
general, neither bounded nor symmetric. 

There exist in HI operators which are not of the 
form elo(A) for any operator A in Ho. Such is, for 
example, the operator of orthogonal projection on a 
one-dimensional space spanned by a vector f E HI, 
when f does not belong to EloHo. 

Let f E HI be a vector in the domain of elo(A). 
Then, for every g E HI, 

(g, elo(A)f)1 = (g, ElOAEod)1 = (Eolg, AEod)o. 

So, certain matrix elements of A -namely the ones 
between DA n EOIHI and EolHI-can also be com­
puted in HI, as matrix elements of elO(A). 

The transition from A to elo(A) consists essentially 
in chosing a suitable subset of matrix elements of 
A and then "putting together" these matrix ele­
ments to form an operator in HI' 

The operator jlo(A) is, if one identifies f E HI 
with Eod, the restriction of A to EOIHI C Ho. Its 
matrix elements are different from the matrix ele­
ments of A, because of the different definition of 
scalar product. 

The adjoint jl~(A) of jlO(A) is-if it exists and 
if one identifies h E Ho with Eloh-the extension 
of A * from EIOH 0 to its natural domain of definition. 
The eigenvalues of jMA) include the "improper" 
eigenvalues of A *, long familiar in quantum mechanics. 

2. Example: Consider the nested Hilbert space 
of Example 3a, Sec. II. In Ho = L (2) consider the 
operator A of multiplication by x. Then jlo(A) is 
defined for all f E HI which are such that xf(x) 
also belongs to HI; it transforms f into xf. This 
operator has no eigenvalues. 
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The domain of this operator ilO(A) contains, e.g., 
all finite linear combinations of the elements of the 
basis {en}; so jlO(A) is densely defined in H l, and 
the adjoint il~(A) exists. 

Every complex number w* is an eigenvalue of 
il~(A), and the vector 0,. E H l, defined by (1.5) 
is the corresponding eigenvector. This is so because 

0MA)0,., g)l = (0,., jlo(A)g)l 

= wg(w) = (w* 0,., g)l (2.3) 

for every g in the domain of ilO(A). 

3. Definition9
: Let A be an operator in Ho such 

that 

(a) A is densely defined (so that the adjoint 
A * exists); 

(b) ilO(A *) is also densely defined [so that its 
adjoint jl~(A *) also exists]. 

The complex number z is said to be a generalized 
eigenvalue of A if there exists in H 1 a nonzero vector 
f such that 

jMA*)f = zf· 

This definition includes the usual one: Let 
Ah = zh (h E H o, h ;tf 0). Notice that jl~(A*) :::> 
ElOA**E~~ :::> ElOAE~~. So jl~(A*)f = zf, with 
f = ElOh. 

4: There exists another generalization of the con­
cept of eigenvalue of A. An isolated discrete eigen­
value of A is a pole of the resolvent (z - A)-l; it is 
also,-as is seen below-a pole of elO«z - A)-l) 
for any inclusion E lO. It is natural to ask whether 
elO«z - A)-l) can be analytically continued beyond 
the domain of analyticity of (z - A)-l and whether 
the poles of such an analytic continuation have some 
of the properties of eigenvalues. These questions 
are discussed in the sections that follow, but a 
definition can be given already here: 

Let A be a closed operator in Ho. Denote by peA) 
the resolvent set of A, i.e., the set of complex num­
bers z such that the operator (z - A)-l is bounded. 
Let do be a connected component of peA). 

Definition: The discrete spectrum of A, with re­
spect to the nested Hilbert space (Ho, H l ; E 01) and 
with respect to do consists of the isolated singulari­
ties of the analytic operator-valued function ob­
tained by analytic continuation of elO«z - A)-l). 

The elements of the discrete spectrum are, in 
general, points on a Riemann surface. 

S For a discussion with the help of distribution theory, see 
Ref. 3, Vol. IV, pp. 133-153. 

IV. ANALYTIC CONTINUATION 

The main purpose of this section is to show that 
"unphysical sheets"lo appear in the very simplest 
examples of analytic continuation of operator fami­
lies of the form elO«z - A)-l). 

1. Analytic operator families: Let .11 be an open 
connected set of the z plane of complex numbers. 
A family G(z) (z E d) of bounded operators in a 
Hilbert space H is said to be holomorphic in .11 if 
all the functions (f, G(z)g) [with f E H, g E H] 
are holomorphic in d. It can be shownll that this 
implies the existence of a Taylor expansion-con­
vergent in the operator norm-around every point 
of d. 

If two operator families coincide in an open sub­
set of .11, then they coincide in the whole of .11; 
(principle of analytic continuation). 

The natural boundary of an analytic operator 
family is defined as a line across which analytic 
continuation is impossible. If anyone of the matrix 
elements (f, G(z)g) has a natural boundary, then the 
operator family G(z) has the same line as its natural 
boundary. However, an operator family can have a 
natural boundary even if every one of its matrix 
elements has only isolated singularities. 

No new concepts are required in order to define 
the analyticity of an operator family on a Riemann 
surface. Every point on a Riemann surface has 
neighborhoods that correspond to open sets in the 
complex plane in the local uniformizing variable. 12 

Analyticity on the Riemann surface is defined as 
analyticity in these parameters. 

2. Families of the form elO(G(z)). Let now 
(Ho, H l; E Ol ) be a nested Hilbert space, and G(z) 
an operator family of H o, holomorphic in an open 
connected set d. The matrix elements of elO(G(z)) 
are a subset of the matrix elements of G(z). So it 
may be expected that elO(G(z)) will sometimes have 
an analytic continuation beyond d. 

Consider, for example, the operator family B(k) in 
Ho = L(2), defined by the kernel B(x, Yj k) = eikl~-ul 

for 1m k > O. This operator family cannot be 

10 For the various aspects of resonances see C. L. Dolph, 
Positive Real Resolvents and Linear Passive Hilbert Systems 
Ann. Acad. Sci. Fennicae Ser. AI 336, 9 (1963) which also 
contains an extensive bibliography. The author is indebted 
to Professor Dolph for sending him this preprint and for a. 
very profitable discussion. 

11 See, e.g., H. G. Garnir, Les Problemes aux Limites de la 
Physique Mathematique (Birkhauser, Basel, 1958), p. 37-50, 
or E. Hille and R. S. Phillips, Functional Analysis and Semi­
groups (American Mathematical Society Colloquium Publi­
cations, Providence, Rhode Island, 1957), p. 92. 

12 See, e.g., H. Behnke and F. Sommer, Theorie der 
Analytischen Funktionen einer Komplexen Veranderlichen 
(Springer-Verlag, Berlin, 1962), Chap. VI. 
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analytically continued into the lower half-plane in k. 
However, if HI consists of functions that decrease 
sufficiently fast, then elO(B(k» may be analytically 
continued into the lower half-plane. 

Returning to the general case: Since EOIHI is 
dense in Ho and since G(z) is bounded for every 
ZEd, the knowledge of the matrix elements of 
elO(G(z» is sufficient to determine G(z). It is some­
times convenient to write G(z) in a form which in­
volves the analytic continuation of elo(G(z» be­
yond d. 

If elO(G(z» can be analytically continued into a 
domain d l :> d that has several sheets, then the 
new sheets are sometimes called "unphysical". 

In most of the examples that follow, the family 
G(z) is of the form G(z) = (z - A)-I. 

3. Examples: (a) Let Ho = L(2)(RI). Denote by 
X the operator I ~ xl of multiplication by x. The 
resolvent (z - X) -I is defined for 1m z ¢ 0 and it 
consists of two analytic operator-valued functions 

(1m z < 0), 
and 

(lmz> 0). 

(4.1) 

(4.2) 

The real axis is the natural boundary for each 
of these two operator families. 

Let HI be the Hilbert space defined in Example 
3a of Sec. II. It consists of functions f(x) such that 
the numbers I (hn, f)ol (where the hn are Hermite 
functions) decrease sufficiently fast. Every such 
function f can be analytically continued into the 
whole plane of the complex variable s = x + iy. 
The inclusion EOl assigns, to every f(s) E HI, the 
function f(x) E L (2) [the restriction of f(s) to the 
real axis]. 

Proposition: There exist in HI two families of 
bounded operators, to be denoted by G~+) (z) and 
G~-'(z), such that 

(a) Both G!+' (z) and Gt' (z) are entire analytic 
in z; 

(h) For 1m z < 0, 

(h') For 1m z > 0, 

G!+' (z) = elo(G(+) (z»; 
(4.3) 

G!-) (z) = e10(G(-) (z». 
(4.4) 

Proof: Consider in HI the bilinear functional 

B(+'(f, g; z) = f (z - s)-lf*(s*)g(s) dx 

(4.5) 

where s = x + iy and y > 1m z (i.e., the path of 

integration is a parallel to the real axis passing above 
z). By (1.4), 

f I(z - Sflf*(s*)g(s) I dx 

~ (y - 1m Zfl J If*(s*)g(s) I dx 

(y - lmzfl Ilflllllgl\lC J exp(-b-Ix2 +by2)dx 

~ const IIfllt IIgllt· 
So the integral (4.5) is absolutely convergent and 

defines, for fixed z, a continuous bilinear functional 
of f and g. Consequently there exists an operator 
G~+' (z) such that 

(f, G~+l(Z)g)1 = B(+)(f, g; z). 

Since the functions f and g are entire analytic, 
the integral (4.5) is independent of the choice of y 
(i.e., of the path of integration), as long as y > 1m z. 
It follows that G~+) (z) is entire analytic and that, 
for 1m z < 0, the equality (4.3) holds. 

Similarly, one defines the operator family Gt' (z) 
by 

(f, G(-'(Z)g)1 = J f*(s*)(z - sflg(S) dx (4.6) 

(f E HI, g E HI's = X + iy, y < 1m z), 

and verifies that (4.4) holds. This proves the 
proposition. 

(b) The operator families G~+' (z) and Gt' (z) 
are related by 

Gt'(z) - G:+'(z) = -2i'lr5(z*, z), (4.7) 
and 

(4.8) 

The operators 5(z*, z) have been defined in (1.6) 
and in the Appendix. The equality (4.7) follows 
from the Cauchy formula, while (4.8) is obtained 
by a substitution s ~ s* in the integrals. 

(c) The Fourier transform of Gt'(z) is 
G~-' (z) = FGt' (z)F-t, where F is the unitary 
operator of Fourier transformation in HI' A simple 
calculation shows that, for every f E HI, g E HI 
and for every complex z, 

(f, G!-l(Z)g)1 

= L: L: j*(p')K(-)(p', p"; z)g(p") dp' dp", 

where 

K(-'(P',p";z) = iO(p' - p") exp (z Ip' - p"l). 

(d) Consider now, in L (2) = Ho the operator 
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x 2 of multiplication by x2
• If k is a number such that 

Im k > 0 and k2 = z, 

then the operator identity 

(z - X 2t l = (2ktl[GH (k) - G(+)( -k)] 

holds. Consequently, 

e10«z - X2)-I) = (2k)-I[G~-)(k) - G~+)(-k)]. (4.9) 

It has been shown above that Gt) (k) and G~+) (-k) 
can be analytically continued, from the half-plane 
Im k > 0, into the whole plane. This means that 
elO«z - X2)-1 = G1(z) can be analytically con­
tinued, from the cut z plane, into the finite points 
of the Riemann surface of zl. 

If r' and r" are two points on the Riemann sur­
face lying above the same number z, then 

GIW) - GI(r") = i1rk-l[o(k*, k) - o(-k*, -k)], 

where k 2 = z and the sign of k is irrelevant. 
(e) The preceding results can be extended to 

an arbitrary polynomial and to several independent 
variables. The one-dimensional paths of integration 
are then replaced by so-called Hormander ladders. 

(f) Let H 0 = L (2) (over R"). Consider in H 0 

a family of integral operators 

G(z) : f(x) ----t f G(x, x'; z)f(x') dx' 

(f E L (2), Z E ~o) 

holomorphic in some open set ~o. Let M(x) be a 
continuous function such that 0 < M(x) ~ 1 and 
that, still in L (2); the family 

R(z) : f(x) ----t f R(x, x'; z)f(x') dx' (f E L(2), Z E ~l) 

R(x, x'; s) = M(x)G(x, x'; z)M(x' ) 

is holomorphic in a set ~l :J ~o. 
Then, in the Hilbert space L (2) (M- 2

) of Example 
1, Sec. II, the operator family eIO(G(z» can be 
analytically continued into ~l' 

This assertion follows easily from (Eod) (x) = f(x), 
(EloY)(x) = M2(X)Y(X), and the fact that f ----t M(x)f 
is a unitary correspondence between L (2) (M- 2

) 

and L(2). 
For example, if G(x, x'; z) is the familiar kernel, 

(in R 3
), 

G(O)(x, x'; z) = _(41rtl Ix - x'I- I 

X exp (z! Ix - x'l) (Imz! > 0), (4.10) 

and if M(x) = exp (_x2
), then elO(G(z» can be 

analytically continued to a family entire analytic 

on the Riemann surface of zl. This example is closely 
related to the Example (d) above. 

Remark: The operators of Example (a) are quite 
familiar in the form l/(x - z ± ie). The point here 
is that-due to the regularity properties of elements 
of HI and the definition of scalar product in H 1-

these operators are defined for all z and depend 
analytically on z. 

V. PRESERVATION OF ISOLATED SINGULARITIES 

Let there be given, in the Hilbert space H o, a 
family Ao(z) of operators holomorphic in an open 
connected set ~o. 

Define AI(z), (z E ~l) as the family of operators 
in HI obtained by continuing analytically, as far 
as possible, the family e10(A o(z» = EloAo(z)Eol' 
(z E ~o). Clearly ~l ::> ~o, since the operators 
E01 and ElO are bounded. The examples of the 
preceding section show that ~l can be considerably 
larger than ~o. 

It is shown now that, no matter what E01 and 
H 1 are, this enlargement of the domain of ana­
lyticity cannot occur at the expense of isolated 
singularities, but results from a receding of natural 
boundary lines. 

An easy consequence is that the position of iso­
lated singularities of AI(z) is to a certain degree 
independent of the choice of HI and of E ol . 

1. A point Zo is said to be an isolated singularity 
of an operator family A(z) if there exists an open 
neighborhood Z of Zo such that A (z) is holomorphic 
in Z\ {zo I. An isolated singUlarity Zo is said to be 
removable, if A (zo) can be defined so that A (z) 
becomes holomorphic in all of Z. 

It can be shown that an isolated singularity at 
Zo is removable if and only if the bound norm IIA(z)11 
remains bounded in some neighborhood of ZOo 

An isolated singularity which is not removable 
is said to be a pole of A (z) if, for some positive integer 
n, the singularity at Zo of the family (z - zotA(z) 
is removable. If no such n exists, then Zo is said to 
be an essential singularity of A(z). 

2. Theorem: Let AD be a family of operators in Ho, 
having an isolated singularity at a point ZOo Let H 1 

be any inclusion of some Hilbert space HI into Ho. 
Then the family elO(Ao(z» has, at Zo, an isolated 
singularity of the same kind as Ao(z). 

Proof: It is sufficient to show that the singularity 
of elO(Ao(z» at Zo cannot be "less bad" than the 
singularity of Ao(z). This follows immediately from 

Lemma: If Zo is a removable singUlarity of 
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elo(Ao(z», then Zo is also a removable singularity 
of Ao(z). 

In order to prove the lemma, consider a closed 
contour e around Zo, such that Zo is the only singu­
larity of elo(Ao(z» in the interior of e. We show 
that IIAo(z)11 is bounded in the interior of e. 

Since the singularity of elo(Ao(z» was assumed 
removable, the function (f, elO(Ao(z) (g)l' suitably 
completed at Zo, is holomorphic in the interior of e 
for every t E HI, 9 E HI. The absolute value of 
this function cannot have a maximum in the 
interior of e. So, for every z in the interior of e, 

I(t, elO(Ao(z»g)I/ = I(Eod, Ao(z)Eolg)ol 

~ c IIEodiio IIEoIgllo, 
where C = sup IIAo(w)1I (w E e). The number C 
is finite, since Ao(z) is holomorphic in some neighbor­
hood of every point of e. Since EOIHI is dense in Ho, 
it follows that IIAo(z) II is bounded. This proves the 
lemma and the theorem. 

S. Let now HI be a Hilbert space different from HI, 
and EOI an inclusion of HI into Ho. The above 
theorem makes it possible to compare-under 
suitable assumptions-certain analyticity properties 
of .. t(z) [the analytic continuation of EIOAo(z)Eod 
with analyticity properties of AI(z). Namely: 

If there exists a Hilbert space H 2 , an inclusion 
E12 of H2 into HI, and an inclusion EI2 of H2 into 
HI such that 

(5.1) 

then, in the region where both A I and A I are holo­
morphic except for isolated singularities, the isolated 
singularities of .It are the same as the ones of AI. 

In order to see this, notice that E 02 = EoIE I2 = 

EOIEI2 is an inclusion of H2 into Ho. So the domain 
of holomorphy of A 2 (z) [the analytic continuation 
of E2oAo(z)Eo21 contains both the domain of holo­
morphy of AI(z) and that of AI(z). By the preceding 
theorem, the isolated singularities of anyone of 
these operators appear as isolated singularities of A 2 • 

A simple example of (5.1) occurs if EOl and EOl 
are of the form 

E Ol = L: Ihn > An < enl, 

EOl = L: /hn > Xn < en/, 
(5.2) 

where {en} and {en} are arbitrary orthonormal bases 
in HI and nl, respectively, while {hn } is an ortho­
normal basis in H o; the same for both operators (5.2). 

4. It has been shown that the discrete spectrum 
defined at the end of Sec. III contains all the 

isolated eigenvalues of A. Indeed, such eigenvalues 
are poles of (z - A)-I. By the theorem on preserva­
tion of isolated singularities, they are also poles of 
elO«z - A)-I). 

The discrete spectrum with respect to a nested 
Hilbert space consists, in general, not of numbers, 
but of points on a Riemann surface. This is so be­
cause the family GI(z) is, in general, defined on a 
Riemann surface, as shown by the examples of 
Sec. IV. 

If A is a Hamiltonian then the points of the dis­
crete spectrum that belong to peA) (i.e., lie in the 
"physical sheet") are called binding energies, while 
the remaining points are called virtual binding 
energies and resonances. 

VI. INTERACTIONS 

In the perturbation theory of Hilbert space opera­
tors, it has long been known that a discrete eigen­
value can wander into the continuous spectrum and 
then disappear. 

This behavior can also be described without the 
help of perturbation theory, as is seen below. The 
main idea is this: Consider an operator of the form 
A = A (0) + V in the Hilbert space Ho. Assume that, 
in a nested Hilbert space (Ho, HI, E ol) the operator 
family e10«z - A (O»-I)-corresponding to the "non­
interacting" A (O)-can be analytically continued 
into some Riemann surface (as was illustrated by 
the examples of Sec. IV). Impose on the interaction 
V restrictions which ensure that the equation 

(z - A)-I = (z - A (0»-1 

+ (z - Ar l V(z - A (O)r1 (6.1) 

-multiplied by ElO from the left and by EOl from 
the right-becomes, in HI, an equation of the form 

GI(z) = G~O)(z) + GI(z)K(z), (6.2) 

where 

(6.3) 

GiO)(z) = elo«z - A (O)r
I
). (6.4) 

If (6.2) can be analytically continued beyond the 
domain of validity of (6.1), then it provides a means 
for studying the "unphysical" singularities of GI(z) 
in their dependence on V. 

A related problem is the study of the operator 
family 

T(z) = V + V(z - Ar l V (6.5) 

in the Hilbert space H ° (see Sec. VIII). 
Another question discussed in this section is the 
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relation between the "improper" eigenvectors of A (0) 

and of A. 

1. Consider in Ho an operator of the form 

A = A(O) + V. (6.6) 

Assume that 

(a) A (0) and A are closed; 
(b) The domain of A is the same as the do­

main of A (0). 

Then (6.1) holds13 for every z E peA) (\ peA (0». 

Denote by a o a connected component of peA) (\ 
peA (0». Assume further 

(c) The family elO«z - A (0»-1) can be analyti­
cally continued from a o into a domain a l :) a o 
(which may have several sheets). 

The problem is to study, in ai, the analytic con­
tinuation of elO«z - A)-I) and to examine the 
isolated singularities of that analytic continuation. 

The main assumption is: 
(d) For every z E ao, the operator 

K(z) = jlO(V(Z - A (O)r l
) (6.7) 

is bounded. 
(d2) The operator family K(z) can be analyti­

cally continued to a family holomorphic in a l. 
If the interaction V is of the form 

(6.8) 

where W is bounded, then (dl) and (d2) follow from 
(c), with 

K(z) = WelO«z - A (O)r l
). (6.9) 

Theorem: If the conditions (a), (b), (c), (d) are 
satisfied, then 

Glm = G~O)(r)[1 - Kmrl (6.10) 

for every point rEal which can be reached from 
a o by a path along which 1 - Km has a bounded 
inverse. 

Proof: For r E a o, Eq. (6.2) is a consequence of 
(6.1) and of (dl). The solution of (6.2) is (6.10). 
By (c) and (d2), (6.10) can be analytically con­
tinued from a o into a), which proves the assertion. 

The singularities of Gcr) can occur, by (6.10) 
only at points where either G:O)(r) or [1 - K(t>r l 

is singular. 

2. Example: Let (z - A (0»-1 be the integral 
operator in L (2) (R3

) defined by (4.10). Let M(x) 
be a continuous function over R3 such that 0 < 

18 See, e.g., Hille-Phillips, Ref. 11, p. 197. 

M(x) :$ 1 and that, as Ixl --? 00 I M(x) = O(e-'*') 
for every a > O. Let Vex) be a function of the form 

Vex) = (M(X»2W(X), 

where W(x) is measurable and bounded. Consider 
the nested Hilbert space of Example 1, Sec. II. 
Then, by Example (f) of Sec. IV, the operator 
elO«z - A (0»-1) can be analytically continued into 
al-the Riemann surface of z!. Furthermore, K is 
the integral operator defined in HI = L (2) (M-2

) 

by the kernel 

K(x, x'; r) = W(x)M2(x)G(O)(x, x'; r) 

= V(x)G(O)(x, x'; r). 
Since K is completely continuous, the family 
1 - K(r) has, in ai, singularities if and only if the 
operator K(r) has an eigenvalue equal to one. Be­
cause of the unitary correspondence f --? M f between 
L (2) (M-2

) and L (2), this happens whenever, in 
H 0 = L (2), the kernel 

Q(x, x'; r) = M-l(x)K(x, x'; r)M(x) 

= M(x)W(x)G(O)(x, x'; r)M(x') 

has an eigenvalue equal to one. 

3. Remark: If V is replaced by wV (where w is 
a complex number), then K is replaced by wK. 
The expression the rhs of (6.10) can be studied by 
standard methods. For example, if IIKII < 1, then 
(1 - K)-l exists. If K is completely continuous, 
then the Fredholm alternative holds. If K is of 
trace class, then the singularities of [1 - wK(r)r l 

lie on the manifold-in the r-w space-obtained 
by setting to zero the Fredholm determinant. 

4. We consider now the relation between the 
generalized eigenvalues of A (0) and of A (tD) = 
A (0) + wV (w complex). 

Assume 

(a) For every w, the operator jlO(A (tD» is 
densely defined; 

(b) The number z satisfies z E peA (0» and 
z* E peA (0)0); 

(c) The operator E~llV*G~O)'(z)Eol is bounded. 
[Here G~O) (z) = (z - A (0» -I.] 

Define L(z) as the closure of ElOG~O) (z) VE~~ and 
nez, w) as 

nez, w) = [1 - wL(z)r l
• 

A simple calculation shows then that 

ito(z* - A(O)') =:> jto(z* - A*)!J(z, w). 
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Consequently: If z is a generalized eigenvalue of 
A (0), [with jl~(z* - A (O)·)f = 0], and if nez, w)f 
is in the domain of jl~(A (").), then jl~(z* - A (")*). 
nez, W)f = O. The operators nez, w) establish a cor­
respondence between generalized eigenvectors of 
A (0) and of A (.,). 

VII. STATES IN QUANTUM MECHANICS 

In the standard mathematical formulationl of 
quantum mechanics, the states are unit vectors in 
a Hilbert space H. Every self-adjoint operator in 
H corresponds to an observable and every projection 
operator in H to a question.14 

One might ask whether the concept of state may 
be modified so as to accomodate wavefunctions that 
are not square-integrable (such as eigenfunctions 
of the continuous spectrum). A way of doing this 
is described in this section. 

It turns out, not surprisingly, that the generalized 
states allow only the computation of relative proba­
bilities, I and that they allow only a subset of ques­
tions. 

Physically, the last condition implies that every 
allowed complete measurement leaves the system 
in a state, the wavefunction of which is not only 
square-integrable, but also "well behaved". Such a 
requirement seems reasonable. 

1. Definition: Let (Ho, HI, E oI) be a nested Hilbert 
space. 

An admissible question is defined as an orthogonal 
projection operator in Ho which is of the form 

P = eOI(n) = EOlII E lo 

where II is a bounded operator in HI' 
A state is defined as an arbitrary nonzero vector 

in HI' Nonzero multiples of a vector f E HI define 
one and the same state. 

A normalizable state is a nonzero element of the 
subset EloHo C HI' To every normalizable state 
f = Eloh (h E Ho), there corresponds the unit 
vector h = Ilhll~lh in Ho. 

Notice that an admissible question is an operator, 
not in the space HI of states, but in the space Ho. 

The wavefunction of a state f E HI is defined as 
the linear functional which, to every cP E HI assigns 
the number (f, '1'),. 

If the Fourier transformation F is a unitary opera­
tor in HI, then it is convenient to consider also the 
functionals cP ~ (f, Ficp)1 (j = 1, 2, 3). They define 

I' G. W. Mackey, Lecture Notes on the Mathematical 
Foundations of Quantum Mechanics (Harvard University, 
Cambridge, Massachusetts, 1960). 

the wavefunction in the p, -x, and -p repre­
sentations. 

A density operator p in HI is defined by p ,= 0 
and by the condition 0 ::::; tr (lIp) < (X) whenever 
eOI (n) is an admissible question. If EOl is of Hilbert­
Schmidt class, then every positive-definite, bounded, 
self-adjoint operator is a density operator. 

If P' and P" are admissible questions that com­
mute (i.e., if P'P" = P"P') , then P' + P" and 
P' P" are also admissible questions. 

The unit operator is, in general, not an admissible 
question, since there need not exist any bounded 
operator II in HI such that 1 = eOI(n). 

If P is an admissible question, then 1 - Pis, 
in general, not an admissible question. 

2. The statistical interpretation is given by the rules: 
(a) If a system is in the state f E HI, then the 

relative probability of positive answer to the ques­
tions P' = eOI (II') and P" = eOI (II") is the ratio 

(f, II'f)I/(f, II"f)I' 

(b) If the range of P is one-dimensional, and 
if the positive answer to the question P is observed, 
then the system is left in the normalizable state 
EloPHo. 

An admissible question P of one-dimensional 
range is an operator of the form Pg = (h, g)oh, 
where h E EOIHI and Ilhllo = 1. By (b), the com­
plete measurement P leaves the system in the state 
El0h = ElOEOd, where f E HI' The wavefunction 
of this state is cp ~ (ElOEOd, CP)1 = (Eod, E 01 CP)0. 

Consider a system in the state of f E HI' Let 
cP' E HI and cP" E HI be such that IIEoICP'llo = 
IIEo1 CP"110 = 1. Then the relative probability of 
finding the system in the normalizable states 
E lOE o1 CP' and E lOE01 CP" is the ratio I (f, cp')11 2

/ (f, cp")d2
• 

In the special case that f = ElOh (1lhllo = 1) is a 
normalized state, the scalar product (f, CP')1 becomes 
(f, CP')1 = (ElOh, CP')1 = (h, E 01 CP')0 in agreement 
with the usual interpretation. 

S. Examples: Assume that Ho = L(2), and that 
(E01CP)(x) = cp(x) for every cP E HI' 

The wavefunction of a normalizable state f=E101/I, 
(1/1 E L (2) is the functional 

(f, CP)1 = (E10 1/l, cp\ = (1/1, E 01CP)0 = J 1/I*(x)cp(x) dx 

for every cP E HI' This functional can be identified 
with the function 1/I(x). So the definition of wave­
function, given above, coincides, for normalizable 
states, with the usual definition. 

A function 1/I(x) may be the wavefunction of some 
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state f E H, even if y,,(x) is not square-integrable. If 
H, is the Hilbert space of Example 3a, Sec. II, then 
every function y,,(x) such thatexp (-!x 2 )y,,(x) E L(2) 

is the wavefunction of some state f E H,. 
For arbitrary complex w, the wavefunction of the 

state 0", E H, [see (1.5)] is the functionallP ~ lP(w). 
In the p representation, the wavefunction of the 
same state is exp (-iw*p). 

Consider the same nested Hilbert space as above. 
Let I be a finite nonempty interval of the x axis. 
Let XI be the characteristic function of I, normalized 
to unity (\\XI\\O = 1). The projection operator defined 
by the kernel XI(X) XI(X') is not an admissible ques­
tion, since XI does not belong to H ,. 

The approximations of XI by partial sums 
N 

X/N(X) = L: cnhn(x) 
n-O 

[N = 0, 1, 2, .,. , Cn = (hn , X/)O; hn(x) Hermite 
functions] do belong to HI' Define 

qIN(x) = (I \XIN(X') \2 dx' rt 
XIN(x), 

The projection operator in H o, defined by the 
kernel qIN(X)qIN(X') , is an admissible question. If 
the "yes" answer to this question is observed, the 
system is left in a state with wavefunction qIN(x) 
which tends, as N ~ co, to a wave packet concen­
trated in I. 

It is an elementary, but instructive, exercise to 
study the relative probabilities of positive answers 
to these questions, for a system in the state Ow 
(w arbitrary complex), both in the x and the p 
representation. The sums can be evaluated with the 
help of the Christoffel summation formula. 

VIII. VARIOUS APPLICATIONS 

This section contains the outline of two questions 
of nonrelativistic quantum mechanics where the 
language of nested Hilbert spaces seems convenient. 
No attempt will be made here to construct a general 
theory on the basis of the definitions of the preceding 
section. 

1. Resonances: Let A be an operator in a Hilbert 
space Ho. Assume that A is self-adjoint and bounded 
from below. If A is the Hamiltonian of a system, 
then 

U(t) = exp (-iAt) 

is the time development operator. Since U(t) is 
bounded, it is completely determined by its matrix 
elements between elements of any dense subset 
of Ho. Consequently, if H, is any Hilbert space and 
EOl any inclusion of HI into H o, then the operator 

U(t) is completely determined by the operator 
e,o(U(t». 

It is often possible to write U(t) as a contour 
integral 

U(t) = (2i'IIT' f e-iZ'(z - At' dz (8.1) 

taken around the spectrum of A. The conditions 
for the validity of (8.1) will not be discussed here. 
It follows from (8.1) that 

e,o(U(t» = (2i'IIT' f e-iz'G, (z) dz, (8.2) 

where G,(z) = e,o«z - A)-') is the operator family 
discussed in Secs. III-VI; it is analytic in a domain 
which will, in general, have several sheets. 

If the path of integration in (8.2) can be shrunk 
to a point while crossing only isolated singularities, 
tl, ~2' ~j ••• , then 

eIO(U(t» = L: e-iZiR j , (8.3) 
j 

where R j is the residue of G, at ~j, and Zj is the 
ground point of ~j. Equation (8.3) is the decom­
position of elo(U(t» into contributions from indivi­
dual points of the discrete spectrum with respect to 
the given nested Hilbert space. 

2. The operator T(z): If A = A (0) + V is again 
the Hamiltonian, then the operator family 

T(z) = V + V(z - Atl V (8.4) 

is related to the scattering amplitude. The fact that 
T(z) is "better" than (z - A)-' -provided V is 
suitably restricted-has been often exploited.'5 The 
reason for this fact is the obvious proposition below: 

Proposition: If V is of the form eOI (W) where W 
is a bounded operator in HI, then 

T(z) - V = eOI(WGI(Z)W) = EoIWG,(z)WEIO ; 

here GI(z) = eIO«z - A)-I) = ElO(z - A)-IEol ' 

This means not only that T(z) can be analytically 
continued as far as GI(z), but also that the matrix 
elements of T(z) can be extended to a space "larger" 
than H o, with the help of the procedure used, e.g., 
in Sec. VII. 

A formulation of scattering theory in the language 
of nested Hilbert spaces will be given in another 
paper of this series. 
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APPENDIX 

This appendix contains details about the nested 
Hilbert space of Example 3a, Sec. II. 

The positive numbers An were assumed to satisfy 

A! ::; (n!)-I 

Consider the set HI of all the functions 
ro 

f(x) = L f .. h .. (x), 
.. -0 

such that the coefficients f .. satisfy (A3). For f E HI, 
g EHI , 

ro 

g(x) = L g .. h .. (x) 
,,-0 

define a scalar product 
ro 

(f, g)I = L nx;:2g". 
,,-0 

for n = 0, 1, 2, .... The (orthonormal) Hermite 
functions were denoted by h,,(x). In particular, 

Proposition: For every complex z, the series with 
positive terms 

ro 

r(z) = L A! Ihn(z) 12 (AI) 

is convergent. For every b > 1 there exists a constant 
C = C(b) such that, for every Z = x + iy, 

r(z) ::; C exp (_b- I
X

2 + by2). (A2) 

It is easy to verify that HI is complete with respect 
to the scalar product, and that (f, f)1 = 0 implies 
f = O. So HI is a Hilbert space. 

It is convenient to consider in HI the orthonormal 
basis en, the elements of which are defined by 

en(x) = x"h,,(x). 

For any f E HI, define Eod E L (2) by 
Proof: The Hermite polynomial H .. (z) can be 

written as a contour integral around the origin: (Eod)(x) = f(x). 

H,,(z) = (2ill'tlr(n + 1) f u-n- I exp (2zu - U
2

) dUo 

The assertion follows by a straightforward estimate 
of hn(z) = ll'-i(n!)-! exp (-!lHn(z)). 

An immediate consequence is 

Proposition: Let fn be a sequence of complex 
numbers such that 

(A3) 

Then the series L:-o fnhn(z) is absolutely convergent 
for every z. The convergence is uniform in every 
compact of the z plane. 

Proof: If nand q are any positive integers, then 
n+q n+Q 

L Ifmllhm(z)1 = L 11ml A;,:IAm Ihm(z) I 

::; (~ Ifml 2 A;':2)\r(z))i, 

where r(z) is defined by (AI). The first factor on 
the rhs of this inequality can be made arbitrarily 
small by the choice of sufficiently large n. The second 
factor is bounded in every compact of the z plane. 

Definition ot HI and inclusion ot HI into L (2): 

In order to verify that EOl is continuous, notice that 
ro ro 

IIEodll~ = L Ifnl 2 < (max A!) L A~2 Ifnl2 
n-O n-O 

= (max A!) IIfll~. 

The range of EOl is dense in L (2), since it contains 
all finite linear combinations of Hermite functions. 
Finally, Eod = 0 implies fn = 0 for all n, and f = O. 

So EOl is an inclusion in the sense of Sec. II. 

The inclusion EOl can also be written as 
ro 

EOl = L Ihn > An < enl, 
n=O 0 1 

which means that, for every f E HI, 
ro ro 

(Eod)(x) = L hn(X)An(en, f)1 = L hn(X)A!(h", f)1 
n=O n=O 

ro ro 

= L hn(x)f" = L hn(x)(f, hn)o. 
n=O n-O 

This is just the expansion of f into a Hermite series. 
The adjoint of EOl is, with en (x) == Anhn(X) , 

ro 

E lo = 2: Ie" > A,. < h .. l· 
n=Q 1 0 

To every g E Ho = L (2), it associates Elog E HI, 
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defined by 
00 00 

(Elog)(x) = E e,,(x)}..,.g .. = E h"(x)A;g,, 
",-0 R-O 

= ta h,,(x)A! J h,,(y)g(y) dy = J K(x, y)g(y) dy, 

where 
00 

K(x, y) = E h,,(x)A;h,,(y). 

Basic properties of elements of HI: Because of the 
assumptions on A", the elements of HI are functions 
with many regularity properties. 

Theorem: Every f E HI is entire analytic. If b is 
any real number such that b > 1, then there exists a 
constant C = C(b) such that, for every z = x + iy, 

!f(x + iy)! ~ C IIflll exp (-!b- I
X
2 + !by2). (A4) 

Proof: The function fez) is the sum of a series of 
entire functions which converges uniformly in every 
compact; consequently fez) is entire. Furthermore, 

00 

fez)! ~ E If,,!lh,,(z)! ~ IIfIIl (r(z»i 

~ C IIflll exp (_!X2 + ay2). 

Q.E.D. 

The above theorem says that every f E HI de­
creases fast on parallels to the real axis, and that 
in the whole complex plane it increases at a rate 
not faster than exp (a !zn (a > !). 

An easy consequence of the definition of HI is 

Proposition: If f E HI then its Fourier transform 
Ff, also belongs to HI and IIFfl1t = IIflll' 

Proof: Notice that 

Write 
'" 

f = Etp"e.., 
.. -0 

where 
., 

'1' .. = >\;If.. and E 1'1' .. 1
2 < ex>. 

.. -0 

Define 

(j = 0, 1, 2, 3). 

Then 
8 

f = E fW
, 

;-0 

and, for jl ~ j2 (jl, j2 = 0, 1, 2, 3), 

(f(;'), f;'»1 = o. 
So 

Q.E.D. 

Since clearly FHI F-IHI = HI, the Fourier 
transformation is a unitary operator in HI' If Al 
is any bounded operator in HI, its Fourier transform 
will be defined as 

Al = FAIF- I = FAIF*, 

so that (Fg, AIFf)1 = (g, Ad)l, for all f, g E HI. 

The elements 5 .. : There exists a canonical one-to­
one correspondence between elements of a Hilbert 
space and continuous linear functionals in that space. 
We now study the elements of HI that define func­
tionals which are "5 functions with complex argu­
ment". 

An immediate consequence of (A4) is 

Proposition: Let w be any complex number. Then 
the correspondence which to every f E HI associates 
the number few), is a continuous linear functional 
in HI' 

Consequently there exists in HI a unique vector 
(to be denoted by 5 .. ), such that, for every f E HI, 

(5 .. , f)1 = few). (A5) 

A family of vectors g .. E HI (HI a Hilbert space) 
is said to be holomorphic in an open set fI. of the 
w plane, if, for every f E HI, the complex-valued 
function (f, g .. )1 is holomorphic in fl.. 

Then, because of the analyticity of every f E HI, 

Proposition: The family 5 .. of elements of HI is 
entire analytic in w* (the complex conjugate of w). 

Next, the function 5 .. (z) will be expanded in the 
orthonormal basis {e,,} = {A"h" } of H I' Write 

then 
'" 

(5 .. , en)1 = E d!(e .. , e")1 = a: = e .. (w) , 

so that 
"" ., 

5 .. (z) = E e!(w)e.,(z) = E A!.h!(w)h.,(z). 
tn-O tn-O 

Since 5 .. E HI, this series is strongly convergent 
in HI, and consequently uniformly convergent in 
compacts of the z plane [see (A4)]. 
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For any two complex wand u, the scalar product, 
in HI/ of a .. and a .. is 

., ., 

(a .. , a")1 = L e ... (u)e!(w) = L X!.h ... (u)h!(w). 
m-O m-O 

The Fourier transform of a", is 
... 

(Fa .. )(z) = L e!(w)i-"'e ... (z). (A6) 
... -0 

Since the Fourier transform is a unitary operator 
in HI, we have for every I E HI 

This can also be directly verified, with the help 
of (A6). 

The operators a(u, w): It is often convenient to 
consider the family of bounded operators in HI 
defined, in the Dirac notation, by 

a(u, w) = I a .. > < a .. l. 
That is: for every I E HI, 

a(u, w)1 = a .. (a"" /)1, 

and 

(g, a(u, w)/)1 = g*(u)/(w). 

The family a(u, w) is entire analytic in u* and in w. 
In particular, the family a(w*, w) is entire analytic 
mw. 

For every u, and w, the equality 

a*(u, w) = a(w, u) 

holds. In particular, a(w, w) is self-adjoint for every 
complex w. 

For every u and w, a(u, w) is of trace class, and 
tr (a(u, w» ~ [r(u)r(w)]t where r(z) is defined 
by (AI). Indeed, 

(e"" a(u, w)e .. )1 = e!(u)e,,(w), 

and 

~ le",(u)e..,(w) I ~ [~ le..,(u)12J[~ len(w)12]i 

= [r(u)r(w)]l < Q). 

The Fourier transform of a(u, w) is 

8(u, w) = Fa(u, w)r l 

so that, for all I, g E HI, 

(I, 8(u, W)g)l 

= (F-l/, a(u, w)F-1g)1 = (211")-1 II 1* (x') 

X exp (-iw*x' + iux")g(x") dx' dx". 

For every complex w, the self-adjoint operator 
a(w, w) is positive-semidefinite, since (/, a(w, w)/)1 = 
I/(w)1

2 
;;::: 0 for every I E HI' 
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Finite and Disconnected Subgroups of SU3 and their Application to the 
Elementary-Particle Spectrum* 

W. M. FAIRBAIRNt, T. FULTON, AND W. H. KLINK 

The Johns Hopkins University, Baltimore, Maryland 
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An attempt is made to fit the symmetries of the currently observed elementary-particle spectrum 
into the structure of finite or disconnected subgroups of SUa. Surprisingly, the detailed properties of 
these subgroups have not been elucidated previously. As a first step, therefore, character tables and 
other relevant properties are derived for these groups. Next, the classification of elementary particles 
is made on the basis of the representations of the groups discussed. The techniques previously em­
ployed by Case, Karplus, and Yang for the application of finite subgroups of SU 2 to isotopic spin 
are extended to the subgroups of SUa. The structure of SUa is utilized to suggest how charge and 
hypercharge operators are to be assigned in the subgroups. The results obtained are similar to those 
of SU 2 and isotopic spin. There is an upper limit, for any given group, to the dimension of the irre­
ducible representation. For some of the groups considered, these upper limits are eight and even ten. 
There exist finite groups which can accommodate the eight baryons in one of the irreducible repre­
sentations. However, when one looks at scattering problems, use of the finite groups, as expected, 
gives charge or hypercharge conservation only modulo an integer determined by the group. Charge 
independence is also lost. In a representative group analyzed in detail, the imposition of exact charge 
conservation leads automatically to the exact conservation of hypercharge and to the full SUa sym­
metry. Exact charge and hypercharge conservation can be maintained for the disconnected groups, 
but the maximum dimension of the irreducible representations is six, and only charge symmetry, 
not charge independence, is satisfied. A short discussion of the representations of the group SUalC 
is included in the appendix. 

I. INTRODUCTION 

OF all the groups proposed thus far to account 
for the elementary-particle spectrum,l the 

three-dimensional unitary unimodular group SUa, 
and, in particular, the version founded on the eight­
dimensional representation2

•
a seems to have been 

the most successful. The groups considered in at­
tempts to account for the elementary-particle multi­
plicity have been principally compact, sernisimple 
Lie groups of rank two. Two characteristics of these 
groups which are of significance in elementary­
particle physics are that there are no limits to the 
dimensions of the irreducible representations and 
that exact conservation laws are associated with the 
physical quantities (such as Q and Y) related to 
operators of the group. 

Probably one of the principal reasons that only 
Lie groups (or trivial extensions of them4

) have been 
considered up to now is that their mathematical 
properties are well known. One may well ask whether 
there may be other groups, characterized by dif­
ferent symmetries, which can accommodate the ele-

* Supported in part by the National Science Foundation. 
t Visiting Professor, 1962-63. Permanent address: The 

College of Science and Technology, Manchester, England. 
1 R. E. Behrends, J. Dreitlein, C. FronsdaI, and B. W. 

Lee, Rev. Mod. Phys. 34, 1 (1962). 
2 M. Gell-Mann, "The Eightfold Way," CTSL-20 (1961); 

Phys. Rev. 125, 1067 (1962). 
a Y. Ne'eman, Nuc!. Phys. 26, 222 (1961). 
4 See for example, T. D. Lee and C. N. Yang, Phys. Rev. 

122, 1954 (1961). 

mentary particles.5 In view of the success of the 
models based on SUa, we have restricted ourselves 
to its subgroups, both finite and infinite. One obvious 
infinite subgroup of SUa is SU2, which, however, 
is not acceptable in the present context, since it 
has only one independent quantum number asso­
ciated with it (i.e., it is a rank-one group). Our 
interest is in subgroups in which there exist operators 
corresponding to two quantum numbers (e.g., Q, 
Y), that is, groups which have a structure similar 
to that of a rank-two group. 

The finite subgroups of SUa with which we are 
concerned in this paper are listed by Miller, Blich­
feld, and Dickson6

; the disconnected subgroups are 
given by the same authors,6 and by the preprint 
version of Speiser and Tarski's paper.s There has 
been no concern with these groups comparable to 
that with the crystal groups. All the detailed dis­
cussions of them of which we are aware6-8 are not 
very recent and often give only the order and 
generators of the group. They are not concerned 
with group-theoretical properties such as classes, 
character tables, and irreducible representations. 
Section II of this paper is devoted to obtaining these 

6 D. R. Speiser and J. Tarski, J. Math. Phys. 4, 588 (1963) 
(preprint version). 

6 G. A. Miller, H. F. Dickson, and L. E. Blichfeldt, 
Theory and Applications of Finite Groups (G. E. Stechert 
and Company, New York, 1938), Chap. XII. 

7 C. Jordan, J. Reine Angew. Math. 84, 93 (1878). 
8 C. Jordan, Atti Reale Accad. Napoli, 8, No. 11 (1879). 
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properties, which are missing from the older dis­
cussions of the subgroups of SUa. 

The finite subgroups of SUa are of two types. 
The first type are analogs of the crystal groups 
and their double groups. 9 They are groups of order 
36cp, 72cp, 216cp, 60, 168, and 360cp, where cp = 1 or 3, 
depending on whether the groups are analogs of the 
crystal groups or their double groups, respectively. 
The second type of finite groups are the analogs of 
the dihedral groups, and are of order 3n2 and 6n2

, 

where n is an integer. 
The infinite subgroups of SUa, other than SU2 

or direct products of Abelian phase groups, are the 
analogs of the infinite dihedral group. These groups 
can be constructed by letting n approach infinity 
in the" dihedral-like" groups. The eight continuous 
parameters of SUa are then reduced to two con­
tinuous parameters. The infinite "dihedral-like" 
groups also contain a number of discrete elements 
other than simple reflections. Therefore, unlike 
Lie groups physicists generally deal with, which 
are connected groups, these groups are disconnected. 

In Sec. III we turn to the application of the groups 
discussed in Sec. II to the spectrum of elementary 
particles. Only those groups will be considered 
suitable for such application for which it is possible 
to assign operators which satisfy the following mini­
mum physical requirements: 

(1) It should be possible to assign two inde­
pendent quantum numbers (e.g., Ta, Y) within a 
multiplet. That is, the group should have a struc­
ture similar to that of a rank-two group. 

(2) Charge should be exactly conserved in all re­
actions. However, we are willing to relax exact 
hypercharge conservation and allow hypercharge 
conservation modulo n (n ;:::: 3). The nonconserva­
tion of hypercharge, coupled with the conservation 
of charge, implies nonconservation of Ta, due to the 
Gell-Mann-Nishijima relation, and therefore lack 
of charge independence. We would like to allow 
for such a violation of charge independence only in 
situations where insufficient direct evidence for 
charge independence exists. We would therefore 
minimally require that 

(3) the isotopic sUbmultiplet structure and charge 
independence should exist for T ~ I. 

Beyond these minimum conditions it is convenient 
in view of the success of the "eightfold way" to 
require also that the groups considered should 
possess eight-dimensional irreducible representations 

9 M. Hamermesh, Group Theory (Addison Wesley Pub­
lishing Company, Reading, Massachusetts, 1962), Chap. 9, 
Sec. 7. 

to which the baryon and meson octets could be 
assigned. Finally, for mathematical convenience we 
would like to demand that all of the infinite sub­
groups be compact, so that their irreducible repre­
sentations be finite-dimensional and equivalent to 
unitary ones. 

It turns out that none of the groups considered 
in Sec. II satisfy all of the requirements listed above. 
In the case of the finite subgroups, although eight­
and ten-dimensional representations exist and opera­
tors corresponding to charge and hypercharge can 
be defined, both of the conditions (2) and (3) listed 
above are violated. That is, if we consider scattering 
processes, the isotopic submultiplet structure is lost, 
even for low isotopic spins, and charge is conserved 
only modulo an integer determined by the group. 
Case, Karplus, and YanglO encounter the same diffi­
culty with charge conservation, in their application 
of finite subgroups of SU2 to isotopic spin. We can 
of course follow Ref. 10 and make charge conserva­
tion a separately imposed postulate. This postulate, 
however, represents an additional symmetry condi­
tion, and therefore serves to generate a new group. 
Charge conservation, when imposed as an additional 
condition on the subgroups of SU2 , generates the 
full SU2 group.lO Since two quantum numbers are 
defined for the subgroups of SUa, one may be led 
to expect that the imposition of charge conservation 
is less restrictive than for subgroups of SU2 and 
does not lead back to the full SUa group. For ex­
ample, one may hope that, 8lthough charge may be 
made to be conserved exactly in all reactions, hyper­
charge could still be conserved only modulo n. We 
have found no groups realizing this possibility; per­
haps there are group-theoretical reasons why they 
cannot exist. 

Section III A is devoted to a review and expansion 
of the treatment of crystal groups as isotopic spin 
groups in Ref. 10. We discuss in detail how the 
imposition of exact charge conservation in particle 
reactions generates the full SU2 symmetry. In Sec. 
III B a similar analysis is carried out for the ana­
logs in SUa of the crystal groups. In particular, 
we consider extensively the group of order 216. The 
postulation of exact charge conservation leads to 
the exact conservation of hypercharge and to the 
full SUa symmetry. 

The physical applications of the analogs of the 
dihedral groups are unsuccessful. An immediate 
difficulty is that the maximum dimension of the ir­
reducible representations for both infinite and finite 

10 K. M. Case, R. Karplus, and C. N. Yang, Phys. Rev. 
101,874 (1956). 
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groups is six. Thus it is not possible to construct a 
particle scheme like that of the Ileightfold way"; 
only models like Sakata'sll are possible. If we pass 
over this difficulty, we still run into the same prob­
lem with charge conservation for the finite groups 
as we did previously. Exact charge and hypercharge 
conservation are automatically satisfied in the in­
finite groups. However, the models possess only 
charge symmetry, rather than the desired minimal 
charge independence. These points are illustrated 
by a specific example considered in Sec. III C. 

Brief reference has occasionally been made12 .1a 

to the special role which SUalC plays in the "eight­
fold way" scheme. In the Appendix we discuss this 
group in somewhat more detail and derive an ex­
pression for the irreducible representations which is 
identical with the empirical rule given by SakuraL l4 

The discussion in the Appendix is germane to our 
previous considerations, since it leads us to consider 
only finite groups of order nl{) with I{) = 1 (Le., 
where the center has been factored out). 

n. ANALYSIS OF THE SUBGROUPS 

We propose to restrict ourselves in what follows 
to subgroups of SUa other than SU2, its subgroups, 
and direct products of Abelian phase groups. The 
properties of these excluded groups are well known. 
They either do not possess a structure similar to 
that of a rank-two group demanded by our subse­
quent physical applications, as mentioned in the 
introduction, or else are trivial groups. The remain­
ing finite subgroups of SUa are, on the one hand, 
the crystal-like groups and their double groups. We 
will denote these groups by the symbol ~(nl{), where 
n is the order of the group. The groups are ~(60), 
~(168), ~(3601{)), ~(361{)), ~(721{) and ~(2161{)), with 
I{) = 1 or 3. On the other hand, there are the analogs 
of the dihedral groups. These groups will be denoted 
by the symbol .1(3n2

) and .1(6n2
) , where n is an 

integer, and once again, the number in parentheses 
is the order of the group. The disconnected groups 
are .1(30)2) and .1(60)2), and can be obtained from 
the corresponding .1 groups of finite order by letting 
n approach infinity. 

The symbol I{) is introduced in labeling the order 
of the groups to distinguish subgroups of SUa(1{) = 3) 
from subgroups of FLa(1{) = 1)-the fractional 

11 S. Sakata, Progr. Theoret. Phys. (Kyoto) 16, 686 (1956). 
12 L. Michel, "Invariance in Quantum Mechanics and 

Group Extensions," Lectures, The Istanbul Summer School, 
1962 (to be published). 

18 A. Salam, Proceedings of the International Conference on 
Nucleon Structure, 1963, Stanford University Press, Palo 
Alto, California, 1963. 

14 J. J. Sakurai, Phys. Rev. Letters 10, 446 (1963). 

linear group of SUa, isomorphic to SUaIC. The 
groups ~(60) and ~(168) are subgroups of both. In 
the .1 groups the I{) labeling is not a convenient one, 
although here too, one can consider subgroups of 
SUa, FLa, and of both. These properties will be 
elucidated in detail in Sec. II C. 

We will investigate only those ~ groups with 
I{) = 1, since, according to the discussion in the 
appendix, the group SUalC is more relevant to 
particle-symmetry applications than the full SUa 
group. 

The existence of the two groups SUa and SUalC 
is the analog of the corresponding existence of SU2 

and SUdC r-.J 0 3 , The parameter analogous to I{) 

in this latter case takes on the values 1 and 2, cor­
responding, respectively, to the two square roots of 
unity (I and -I). When a finite group has its center 
factored out (e.g., I{) = 1 for ~ groups), all elements 
satisfy 

(CrY = I, (II 1) 

where I is the identity element. However, if the 
center is not divided out, then 

(Cn )" = {C}, (II 2) 

where {C} is the center of the group. In particular, 
if I{) = 3 in the ~ groups, 

(Cn )" = {C} = {I, wI, ,iI}, 

For example, the subgroup of SU2 corresponding to 
tetrahedral symmetry is the double tetrahedral 
group9 T' , while the corresponding subgroup of 0 3 

is tetrahedral group T. 
We now examine the various ~ and .1 groups 

in detail. 

A. The Groups ~(60), ~(168) and ~(360) 

Any finite group can be considered as a subgroup 
of a permutation group. From this point of view 
~(60) is the alternating group on five letters6 As, 
a subgroup of the permutation group on five letters 
S6' Its generators are listed in Table I, together 
with the generators of all the other groups we will 
consider subsequently. Using the criteria and rela­
tions given by Littlewood,15 and the character table 
of S5 given by him,16 one can construct Table II. 
This table is identical to the character table of the 
icosahedral group (I), and thus ~(60) is isomorphic 
to I and its character table is well known.10 We list 
it only for the sake of completeness. The first row 
of Table II lists the permutation type of each class. 

16 D. E. Littlewood, The Theory of Group Character8 
(The Clarendon Press, Oxford, England, 1940), Chap. 9. 

18 Reference 15, Appendix. 
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~(60) 

~(168) 

~(360) 

~(36) 

~(72) 

~(216) 

A(6n2
) 

A(3°o 2) 

A(6 002) 

FINITE AND DISCONNECTED SUBGROUPS OF SUB 

TAB I.E 1. Generators for the subgroups of SUB. 

A(O, 11") 

A(-h, ~) 

A(O, 11") 

A(O, fir) 
A(O, fir) 
A(O, fir) 

A(~1I" j, 2: k) 

A(211". 211" k) 
n J, n 

A(a, (3) 

A(a, (3) 

o 

o 

1 1 

Elements 

E(O, 0) 

E(O, 0) 

E(O, 0) 

E(O, 0) 

E(O, 0) 

E(O, 0) 

E(O, 0) 

E(O, 0) 

E(O, 0) 

E(O, 0) 
eta 

B(a, (3) = 0 

w 
Z 

W 

V 

V 

V 

A(~7I", h) V A-1(h, h) 

A(h, h) 

B(:." ;, :." k) 1 j, k integers 

B(a, (3) 

o 
o ei(J 

0 

OJ 
eiCr-a-(J) 0 

E(a, (3) = [ : 

e-i(a+(J) 

ACId .. ) V r'Ct.-, t.-) ~ af. [: : :'] 
-1 J.f,2 

-1 

J.f,1 -1 J.f,2 

J.f,1 = !( -1 + 5f) 

1 a b :C] 
Z=7Ii b C 

C a 

a=~4_~3 

b=~2_~5 

C=~_~8 

~7 = 1 

1041 

Although the order of the element in the class can sistency argument, to specify which elements com­
immediately be obtained from this, we list it ex- mute. For ~(60) a given element C3 or Cs commutes 
plicitly in the second row. The number of elements with elements in its own period. A given element C2 

which commute with any given element is given commutes with its period and its period multiplied 
by the ratio of the order of the group to the order by another C2 • 

of the class to which the element under consideration 
belongs. These numbers are listed in the fourth row. 
The irreducible representations of ~(n) are denoted 
by 2:aCn), where d is the dimension of the representa­
tion. When there is no danger of ambiguity, the (n) 
will be suppressed. In subsequent character tables, 
the notation ~d and ~~ will be used to denote 
complex-conjugate representations. 

From the numbers listed in the fourth row of 
Table II, it is possible, on the basis of a self-con-

TABLE II. Character table for the group 2:(60). 

Permutation type I' 1'3 122 5 5 
Element type E (Cs, Cs2) C2 (C" C,4) (C,I, CAB) 
Order of class 1 20 15 12 12 
Number of com-

muting elements 60 3 4 5 5 
2:1 1 1 1 1 1 
2:3 3 0 -1 ;(1 + 5t) !(1 - 5+) 
2:'3 3 0 -1 1(1 - 5t) 1(1 + 5 l ) 
2:4 4 1 0 -1 -1 
2:, 5 -1 1 0 0 



                                                                                                                                    

1042 FAIRBAIRN, FULTON, AND KLINK 

TAIlLE III. Character table of the group 2:(168). 

Permutation type 
Element type 
Order of class 
Number of commuting elements 

2:\ 
~3 
~3* 
~6 
~7 
~8 

17 
E 
1 

168 
1 
3 
3 
6 
7 
8 

13 2' 
C, 

21 
8 
1 

-1 
-1 

2 
-1 

o 

124 
(C 4, C43) 

42 
4 
1 
1 
1 
o 

-1 
o 

13' 
(Ca, C.') 

56 
3 
1 
o 
o 
o 
1 

-1 

7 
(C7, C7', C7') 

24 
7 
1 

!( -1 + i7l) 
l( -1 - i7l) 

-1 
o 
1 

7 
(C73, C75, C76) 

24 
7 
1 

l( -1 - i7l) 
!( -1 + i7l) 

-1 
o 
1 

TABLE IV. Character table for the group 2:(360). 

Permutation type 16 133 
Element type E (C3, C32) 
Order of class 1 40 
Number of commuting elements 360 9 

~\ 1 1 
2:. 5 2 
2:' • 5 -1 
2:8 8 -1 
~'8 8 -1 
~9 9 0 
2:\0 10 1 

~(168) is a subgroup6 of 8 7 , Its character table 
is given in Littlewood,16 and is reproduced in Table 
III. The commuting elements for this group are as 
follows: elements Ca, C4 , and C7 commute with ele­
ments in their own periods; C2 commutes with the 
period of a corresponding C4 element (C! = C2), 

and with the period of this C4 element mUltiplied 
by another C2 • 

~(360) is the alternating group on six letters6 
A 6 , a subgroup of 8 6, We have constructed Table 
IV from Littlewood's character tablel6 for 8 6 , The 
commuting elements for this group are C4 and Cs, 

both with their own periods, Ca with its own period 
and its period multiplied by another Ca, and C; 
where Ca is an element of the class 133. Similarly, 
C~ commutes with its period and with another C, 
and its period. C2 has the same commutation proper­
ties as the C2 elements of ~(168). 

B. The Hessian Group, ~(216), and Its Subgroups 
~(36) and ~(72) 

These groups all have the common characteristic 
that they contain invariant subgroups6 of order 
9 and 18. The group of order 18 is a dihedral group, 
and the one of order 9 is an Abelian group. Since 
these groups are subgroups of 8U2 , we will not dis-
cuss them any further. One can also see by looking 
at the table of generators that ~(36) is a subgroup 
of ~(n) and of ~(216). To obtain character tables, 
we use the fact that the groups under consideration 
must be subgroups of some permutation group. Since 

12 2' 15 15 24 3' 
C, (C5, C5') (C.', C53) (C 4, C43) (C'3, C'3') 

45 72 72 90 40 
8 5 5 4 9 
1 1 1 1 1 
1 0 0 -1 -1 
1 0 0 -1 2 
0 !(1 + 5.) 1(1 - 51) 0 -1 
0 1(1 - 5.) !(1 + 5') 0 -1 
1 -1 -1 1 0 

-2 0 0 0 1 

the order of the permutation group on n letters is n !, 
and 216 = 2 X 3 X 4 X 9, we see that the lowest­
order permutation group, which could have ~(216) 
as a subgroup, is 8 9 , Using Littlewood's techniques 
for finding compound characters,15 we attempt to 
find a group of order 216 which is a subgroup of 8 9 

(the character table for 8 9 is given by LittlewoodI6). 
Such a group of order 216 exists, since we can exhibit 
its character table explicitly. Furthermore, we can 
construct the character table for a subgroup of this 
group which is of order n. This group has in turn 
a subgroup of order 36. Subsequent analysis of the 
three character tables obtained shows that the cor­
responding groups all have invariant subgroups of 
orders 9 and 18. Since the structure of both the 
invariant and noninvariant subgroups is the same 
as that required for ~(216), ~(72), and ~(36), we 
can identify the three subgroups of 8 9 that we have 
obtained with the ~ groups of the corresponding 
order. 

Table V gives the character table for the group 

TABLE V. Character table of the group 2:(36). 

Permutation type ]9 14' 14' 124 33 33 

Element type E C4 C.' C2 C, c,' 
Order of class 1 9 9 9 4 4 
Number of com-

muting elements 36 4 4 4 9 9 
~\ 1 1 1 1 1 1 
~'\ 1 -1 -1 1 1 1 
~\ 1 i -i -1 1 1 
~\* 1 -i i -1 1 1 
~. 4 0 0 0 -2 1 
~'4 4 0 0 0 1 -2 
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TABLE VI. Character table of the group ~(72). 

19 142 142 142 124 33 Permutation type 
Element type E (C" C.S) (C'., C'4S) (C"., C".S) C2 (C., C.2) 
Order of class 1 18 18 18 9 8 
Number of commuting elements 72 4 4 4 8 9 

2:, 1 1 1 1 1 1 
2:' , 1 1 -1 -1 1 1 
2:" , 1 -1 1 -1 1 1 
2;'" 1 1 -1 -1 1 1 1 
2:2 2 0 0 0 -2 2 
~8 8 0 0 0 0 -1 

TABLE VII. Character table for the group 2:(216). 

Permutation type 19 13 32 13 32 

Element type E C. C.2 
Order of class 1 12 12 
Number of commuting elements 216 18 18 

~, 1 1 1 
2:, 1 W w2 
2:,* 1 w2 W 

2:2 2 -1 -1 
2:2 2 -w -w2 

2:2* 2 -w2 -w 
2:. 3 0 0 
2:8 8 2 2 
2:8 8 2w 2w2 
2:8* 8 2w2 2w 

1:(36). As we have just indicated, this group has 
invariant subgroups of order 9 and 18. The com­
muting elements are C. with its own period, C2 

with the period of the corresponding C., and Ca 
with its own period, and its period multiplied by 
another Ca and C~. 

Table VI gives the character table for the group 
1:(72). In addition to invariant subgroups of order 
9 and 18, this group also has 1:(36) as an invariant 
subgroup. The commuting elements for C. and Ca 
are of the same type as in 1:(36). C2 , in addition to 
commuting with its corresponding C. period, also 
commutes with the period of specific elements of C~ 
and C~', where C! = (C~)2 = (C~,)2 = C2. 

Table VII gives the character table for the group 
1:(216). In addition to the invariant subgroups of 
order 9 and 18, this group also has 1:(72) as an in­
variant subgroup. (This fact is not apparent from 
looking at the generators.) The invariant subgroup 
of order 9 generates a homomorphism of 1:(216) 
onto the double tetrahedral group, T'. 

The discussion of the commuting elements of 
1:(216) is very much more complicated than for 
the other 1: groups. The following types of self­
consistent elements can be conjectured: Individual 
elements C. and Cs commute with their own periods. 
From the orders of the classes we can see that 
three C6 elements commute with each Ca element; 
four C6 and three C. commute with each C2 • When 

142 126 126 124 33 33 33 

(C., C4·) Cs C6" Cz (C'., C'.Z) C"3 C".Z 
54 36 36 9 8 24 24 
4 6 6 24 27 9 9 
1 1 1 1 1 1 1 
1 W w2 1 1 w wZ 
1 w2 w 1 1 w2 

W 

0 1 1 -2 2 -1 -1 
0 W w2 -2 2 -w -w2 

0 w2 w -2 2 -w2 -w 
-1 0 0 3 3 0 0 

0 0 0 0 -1 -1 -1 
0 0 0 0 -1 -w -w· 
0 0 0 0 -1 -w2 -w 

all possible periods are taken into account, all ele­
ments commuting with C2 are exhausted. Twelve of 
the elements commuting with a given Ca are also 
accounted for; the remaining six elements com­
muting with a given Ca are two other Ca elements, 
a q element and their inverses. A given C~ in tum 
commutes, in addition to its period, with three other 
C~ elements and their inverses-as well as three Ca, 

six C~' and their inverses. Finally, a given C~', in 
addition to its own period, commutes with two other 
C~', one C; and their inverses. 

C. The "Dihedral-like" Groups 

We consider the finite groups first, that is, the 
cases ~(3n2) and ~(6n2), where n is an integer. The 
generators of these groups are given in Table I. 
We note from them that ~(3n2) is a subgroup of 
~(6n2). Table VIII gives the group table for ~(6n2) 
as well as the definition for those element types 
which are not already defined in Table I. The cor­
responding group for ~(3n2) can be obtained from 
Table VIII by suppressing the rows and columns 
headed B, D, and F. For the finite groups A(a, (3) 
is written A (p, q) where 

a -7 a .. (p) = (27r/n)p, 

f3 -7 f3m(q) = (27r/m)q, 

p = 0, 1, ... n - 1, (II 4) 

q = 0,1, ... m - 1, 

and nand m are fixed integers. The arguments of 
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TABLE VIII. Group table for the .6. groups. 

A(a', (3') B(a', (3') C(a', (3') D(a', (3') E(a', (3') F(a', (3') 

A(a, fl) A(al, (31) B(ah (31) C(ah (31) D(al, (31) E(ah fll) Ft, fll) B(a, fl) B(al' (3,) A(al' flz + ,..) F(ot[, fl2) E(al, fl2 + ,..) D(al' flz) C a11 fla +,..) 
C(a, fl) C(a2, fla) D(az + ,.., fl3) E(a2, fl3) F(az + ,.., (33) A(a2, fla) B al + 'lr, (3.) 
D(a, fl) D(aa, (3a) C(aa, fla) B(aa, fla) A~aa, fla) F(aa, fla) E(aa, fla) 
E(a, fl) E(aa, flz) F(aa, flz + ,..) A(aa, flz) Baa, flz +,..) C(a3, fl2) D~aa, flz + 11") 
F(a, fl) F(az, fll) E(az +,.., fld D(az, (31) C(az + 1t', fll) B(a2, fll) A as + 'lr, (31) 

al = a + a', fll = fl + fl' 
az = a - a' - {3', fl2 = fl - a' - fl' 
a8 = a + (3', fla = fl + a' 

The matrices A(a, (3), B(a, fl) and 
E(a, (3) are defined in Table I. 

D(a, (3) = [:,~ :i" : 1 j C(a, (3) = [:;~ 
o 0 ei(r-..-~) ° 

other element types are similarly defined. If nand 
m are not equal, use of the group table shows that 

a.. C a"", = (27f/nm)p, (II 5) 
13m C 13" ... = (27f/nm)q. 

Hence we need only consider m = n. Consider the 
element A (p, q) for some given n. If p is fixed, q 
can take on n different values. Therefore there are 
n2 different elements A (p, q). Since there are three 
different element types, A, C, and E, in the A(3n2

) 

group, we conclude that the order of this group is 
3n2

• For A(6n2
) there are six element types; hence 

its order is 6n2
, as is indicated already by the labeling 

we have used. It follows from the properties of the 
group table that when n is initially chosen to be an 
odd integer, the group corresponding to 2n is 
generated. We will therefore restrict the values of n 
in the A(6n2

) group to even integers. 
From the group table it is possible to see how the 

group breaks up into classes. For example, for 
A(6n2

) we get 

A(p, q)A(P', q')A-1(P, q) = A(p', q'), 

B(p, q)A(P', q')B- 1(P, q) = A(p', -p' - q'), 

C(p, q)A(P', q')C-I(P, q) = A(-p' - q',p'), 

D(p, q)A(P', q')D-1(P, q) = A(q', p'), 

E(p, q)A(P', q')E-1(P, q) = A(q', -p' - q'), 

F(p, q)A(P', q')r1(p, q) = A(-p' - q', q'). 

(II 6) 

Similar expressions can be written for the other 
element types. From Eqs. (II 6) we can immediately 
see, for example, that the set of elements {A(p', q'), 
A(p', -p' - q'), A(-p' - q', p'), A(q', p'), A(q', 
- p' - q'), A ( - p' - q', q') I form a class. There 

° 
° 

A -lea, fl) = A( -a, -fl) 
B-I(a, (3) = B( -a, a + fl + ,..) 
C-I(a, fl) = E( -fl, a + fl) 
D-I(a, fl) = D( -fl, -a) 
E-I(a, fl) = C(a + fl, -a) 
F-1(a, fl) = FCa + (3 + 11", -fl) 

e' " [0 ° 
o j F(a, fl) = ° e'~ 

° ei( r-"-~) ° ° 
° 

TABLE IX. Class structure of .6.(3n2 ) for n = 4, 
p, q = 0, 1, 2, 3. 

{A(O, O)l 
{A(I, 0), A(3, 1), A(O, 3) I 
{A(2, 0), A(2, 2), A(O, 2) I 
{A(3, 0), A(I, 3), A(O, 1)J 
{A(I, 1), A(2, 1), A(I, 2)J 
{A(2, 3), A(3, 2), A(3, 3) I 

{C(O, 0), C(I, 0), C(2, 0), C(3, 0), C(O, 1), C(I, 1), 
C(2, 1), C(3, 1), C(O, 2), C(I, 2), C(2, 2), C(3, 2), 
C(O, 3), C(l, 3), C(2, 3), C(3, 3)1 

{E(O, 0), E(l, 0), E(2, 0), E(3, 0), E(O, 1), E(l, 1), 
E(2, 1), E(3, 1), E(O, 2), E(I, 2), E(2, 2), E(3, 2), 
ECO, 3), E(l, 3), E(2, 3), E(3, 3) I 

are at most six elements in this class, but there may 
be fewer for particular values of the arguments. The 
number of classes for A(3n2

) is i(8 + n2
) when in 

is not an integer, and (8 + in2
) when in is an 

integer. For A(6n2
) the number of classes is 

i(8 + 9n + n2
) when in is not an integer, and 

i(24 + 9n + n2
) when in is an integer. When in 

is not an integer, the A groups are simultaneously 
subgroups of SUa and SUa/C. When in is an integer, 
the A groups are subgroups only of SUa. They con­
tain a center which has to be divided out in order 
to obtain subgroups of SU3/C. 

As an example, we give the class structure of 
A(3n2

) for n = 4 in Table IX. 
We use the technique of little groups17 to find the 

irreducible representations of the A groups. IS The 
A(3n2

) group has three I-dimensional representations 
when in is not an integer which are generated by 

17 See for example, J. S. Lomont, Applications oj Finite 
Groups (Academic Press Inc., New York, 1959), Chap. 5. 

18 For details of the explicit construction of these repre­
sentations, see W. H. Klink, "Finite and Disconnected 
Subgroups of SU 3 and their Application to the Elementary 
Particle Spectrum," dissertation, Johns Hopkins University, 
Baltimore, Maryland, 1963 (unpublished). 
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the homomorphism ~(3n2) / A (p, q) ::: A a, where 
Aa is the alternating group on three letters, and all 
A(p, q) are mapped onto A (0, 0), C(p, q) onto 
C(O, 0), and E(p, q) onto E(O, 0). 

We will not concern ourselves with the cases when 
in is an integer any further. The ~ groups associated 
with these values of n do not differ significantly 
from those associated with other values of n. For 
example, for ~(3n2) and in an integer, there are 
nine instead of three I-dimensional representations. 
But the characters for the 3-dimensional representa­
tions of in an integer are given by the same formula, 
given below, as those for other n. 

The expression for the characters of the 3-di­
mensional representations is 

~;.m·(c(p, q)) = ~;.m·(E(p, q)) = O. 

The superscripts mi and m2 label different irre­
ducible representations and take on the values 
0, 1, ... (n - 1). Not all different values of mi 
and m2 give inequivalent irreducible representations. 
Using the orthonormality relations for characters/ 9 

we see that (-mi + m2, -mi) and (-m2' mi - m2) 
are equivalent to (mi' m2). One must refer to Eq. 
(II 6) to obtain a typical p and q for each class. 
The total number of 3-dimensional representations 
when in is not an integer is l(n2 

- 1). 
Turning to the ~(6n2) group when in is not an 

integer, we obtain the following results: there are 
two I-dimensional and one 2-dimensional irre­
ducible representations generated by the homo­
morphism ~(6n2)/{A(p, q)} f"'oJ Sa, and the remain­
ing irreducible representations are 3 and 6 dimen­
sional. The characters of the 3-dimensional repre­
sentations are given in Eq. (II 7) for element 
types A, C, and E, except that (mi' m2) can only 
take on the values (m, 0), (m, m), and (0, m). In 
other words, a single index m replaces mi and m2 • 

For the remaining element types B, D, and F, the 
characters are 

(II 8) 

where mi and m2 again can be replaced by (m, 0), 

10 Reference 9, p. 104. 

(m, m), and (0, m), and the label t takes on the 
values 1 and 2. This additional label appears be­
cause the little group associated with the 3-dimen­
sional representations contains a reflection operator. 
The same linear combination of mi and m2 is equiv­
alent to a given (mi' m2) as for (II 6) above. The 
total number of 3-dimensional irreducible represen­
tations when in is not an integer is 2(n - 1). The 
characters of the 6-dimensional irreducible repre­
sentations are 

(II 9) 

= ~~.m·(c(p, q)) = ~,;.m·(D(p, q)) 

= ~~.m·(E(p, q)) = ~,;.m·(F(p, q)) = O. 

The labels (mi' m2) cannot take the values (m, 0), 
(m, m), or (0, m). The representations labeled 
(mi - m2, -m2), (-m2' mi - m2), (m2' mi), 
(-mi + m2, -mi), and (-mi' -mi + m2) are 
equivalent to (mi' m2). The total number of 6-
dimensional irreducible representations when in is 
not an integer is i(n2 

- 3n + 2). 
The lim,._oo 2'II,/n generates the disconnected 

groups ~(3CXl2) and ~(6CXl2). They have essentially 
the same structure as their finite counterparts. 
Their irreducible representations are given by letting 
(21T'/n)p ~ a and (21T'/n)q ~ (3. Naturally, state­
ments about order and number of elements in a 
class no longer hold. The only other alteration we 
must make in the expression for the finite ~ groups 
is that the indices (mi' m2 ) labeling the irreducible 
representations can now take on the values 0, ±I, 
±2, .... Previously the labelings corresponding to 
negative integers were redundant and therefore not 
considered. 

III. APPLICATION TO THE PARTICLE SPECTRUM 

A. Crystal Groups as Isotopic Spin Groups 

Before discussing physical applications of the ~ 
and ~ groups, we would like to review and expand 
the arguments given by Case, Karplus, and YangiO 

for the application of finite subgroups of SU2 to 
isotopic spin. For purposes of illustration, we con­
sider only the double tetrahedral group T', the 
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TABLE X. Character table of the double tetrahedral 
group, T'. 

Element type E R (C2, C2R) Ca CaR Ca2R Ca2 
Order of class 1 1 6 4 4 4 4 
Number of 

commuting 
elements 24 24 4 6 6 6 6 

r l 1 1 1 1 1 1 1 
i\ 1 1 1 w w w2 w2 

i\* 1 1 1 w2 w2 W w 
r2 2 -2 0 1 -1 1 -1 
f'2 2 -2 0 w -w w2 -wi 
f'2* 2 -2 0 w2 -w2 W -w 
ra 3 3 -1 0 0 0 0 

character table of which is given in Table X. The 
same sort of analysis could be performed on the 
other double crystal groups. 

We propose to analyze 7(-N scattering in detail 
using T'. We use our knowledge of SU2 to make 
the various isotopic multiplet assignments. The 
characters of fl' f2' and f3 can be obtained by 
subducing20 the representations of SU2 correspond­
ing to T = 0, !, and 1, respectively. Some of the 
elements related to the T3 operator in SU2 (i.e., 
eiT.'I' become elements of T'). Let us arbitrarily 
choose to relate eiT.'I' to the elements of highest 
symmetry, which in T' are of order three. We can 
therefore define a T3 operator corresponding to fl' 
f2' and f3, and the element C3 (selected arbitrarily 
to be an element in the fourth column of Table X) 
has the form 

C - I"iT, 
3 - e , (III 1) 

where T3 is given by the expression familiar from 
SU2 : 

(III 2) 

-1 

We can thus assign the nucleons to the representa­
tion f2 and the pions to f 3. 

To analyze -rr-N scattering, we must consider the 
direct product 

(1113) 

We therefore need the isotopic multiplet structure 

20 To Bubduce means to take away those elements of a 
group G not in its subgroup H. See Ref. 17, p. 219. 

corresponding to f\ and r~. In the representation 1\ 

C - - el"iT. 3-W- , (1114) 

which implies that T3 = 1. Similarly for n, we 
have T3 = -1. Since 

(1115) 

we immediately see that the isotopic content of i\ 
is (i, !). In a similar fashion the isotopic content 
of f~ is (-!, -i). Since T3 is defined in terms of 
an element of order three, states having T3 eigen­
values differing by multiples of three are equivalent. 
In particular T3 = i and -i are equivalent, so 
one can expect linear combinations of 7(+P and 7(-n 
appearing in a single element of a basis. To see 
that such combinations do in fact appear, we ob­
tain the Clebsch-Gordan coefficients arising from 
the product representation 7( (8) N. To get the 
Clebsch-Gordan coefficients, it is necessary to con­
struct nondiagonal elements of the various repre­
sentations. One C3 element has already been chosen 
to be diagonal. Any other C3 has sufficient mixing 
properties to determine the Clebsch-Gordan coeffi­
cients. The results are 

Jf2(!) =(i)! 17(+n) - ~ 17(°p) , 

1f 2(-!) = i! 17(°n) - (i)! 17(-p), 

J f 2(i) = ii 17(+p) + (i)! 17(-n) , 

l f 2(!) = ;! 17(+n) + w(i)! 17(°p) , 

J rl(-!) ~ m' [.on) + ~ [~-P)' 

l f~(-i) = w
2mt 17(+p) - ~ 17(-n). 

(1116) 

As expected, the T' group is adequate to represent 
isotopic multiplets for which isotopic spin is less 
than or equal to one, and so the Clebsch-Gordan 
coefficients for the f2 representation (corresponding 
to isotopic spin !) are the usual ones. However, 
invariance under T' no longer forbids the reaction 
7( + P ---t 7(-n. In fact, if we define the scattering am­
plitude associated with f 2 and f~ as a( f 2) and 
a( f~), respectively, we get 

(III 7) 
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and since this reaction violates charge conserva­
tion, we must set it equal to zero. This implies 

a(f\) = a(r~), (III 8) 

which can occur in general only if the representations 
r 2 and r~ coalesce into a single irreducible repre­
sentation. If we consider the elements of r 2 (Ta) and 
r~(Ta) listed in Eq. (III 6) to form the basis for 
a single irreducible representation, a simple unitary 
transformation will take them into the standard 
isotopic multiplet form corresponding to isotopic 
spin!. Thus, the imposition of charge conservation 
has served to regenerate the 4-dimensional repre­
sentation of SU2 • In fact, charge conservation 
actually regenerates the full SU2 symmetry from T'. 
This is not surprising, since charge conservation 
requires the introduction of group elements corre­
sponding to arbitrary rotations21 about one axis. 
When such elements are adjoined to those of T', 
the full SU2 group is generated by them. 

B. 2:(n) Groups as Higher Symmetry Groups 

Weare ready now to attempt the application of 
the ~(n) subgroups of SUa to the particle spectrum. 
Since we want to retain the isotopic spin multiplet 
structure as much as possible, we will consider only 
those ~(n) groups which have the double crystal 
groups as subgroups. This condition eliminates im­
mediately all groups but ~(216) from consideration, 
since a necessary condition for a group H to be a 
subgroup of a larger group G is that the orders of 
the elements of H must exist in G. Since 0' (the 
double octahedral group) has elements of order 
eight, and I' elements of order ten, an inspection 
of character Tables II-VII shows that neither 0' 
nor l' can be subgroups of any of the ~ groups. 
Furthermore, one sees that T' could only be a sub­
group of ~(216) since it has elements of order six. 
Using the techniques of Littlewood1

\ one can prove 
that T' is indeed a subgroup of ~(216). The ele­
ments of T' arise from all classes of ~(216) except 
those labeled by the permutation type 3a

. 

Weare now faced with the problem of assigning 
particles to the various representations of ~(216) 
and of selecting commuting elements with which 
to associate two commuting operators. The ele­
ments of T' which we associated with Ta in Sec. 
III A are elements of order six in the ~(216) group. 

21 If an element en, corresponding to a rotation of (27r/n) p 
about an axis (p, n integer, p ~ n) is related to some observ­
able quantity (say charge), then it is conserved modulo n. 
In the limit n -4 00, (27r In) p -4 (J, this quantity will be 
conserved exactly, 

But elements of this type commute only with their 
own periods and therefore no independent quantum 
number, in addition to the one associated with C6, 

can be assigned. We must therefore go to elements 
of lower order in our attempt to assign quantum 
numbers. From the list of commuting elements of 
~(216) given in Sec. II B, we see that nontrivial 
commuting elements are at most of order three. 
To find which elements of order three we can employ, 
we make use of the fact that some of the repre­
sentations of 2:(216) have the same structure as 
SUa, and the possibility therefore exists of sub­
ducing20 representations of SUa to get representa­
tions of ~(216), just as r 1, r 2, and ra were sub­
duced representations of T = 0, !, and 1 in SU2 • 

The dimensions of the low-lying representations of 
SUa are one, three, six, and eight. The possible 
corresponding representations in ~(216) are ~1' ~1' 

~~, ~a, ~8' ~8, and ~~. Since 1- and 8-dimensional 
representations of SUa have real characters, only 
~1' ~3, and ~8 remain as possibilities. We know 
that in SUa there are two 3-dimensional irreducible 
representations, labeled (1, O)a and (0, l)a, which 
are complex conjugates of each other, and for which 

(III 9) 

where (0, 0)1 and (1, 1)8 are the 1- and 8-dimen­
sional representations, respectively.22 If there is any 
correspondence between the 3-dimensional represen­
tations of SUa and 2:(216), ~a(216) must result 
when both (0, 1)a and (1, O)a are subduced. However, 

~a(216) (8) ~a(216) 

(III 10) 

and does not contain 2:8(216). Thus, the 3-dimen­
sional representations of SUa and ~3(216) do not 
correspond:a In fact, from the homomorphism 
~(216)/19} rv T', discussed in Sec. II, it is clear 
that the 3-dimensional representation comes from 
a corresponding representation of T', a subgroup 
of SU2 • On the other hand, comparison of the outer 
products of ~8(216) and (1, 1)8 of SUa, 

~8 (8) ~8 = ~lS EB ~8S EB (~8S EB ~8S EB ~: s EB 2:~) 

22 p, Tarjanne, Physica 105, (1962). 
23 It may appear puzzling that generators for all the 

2: groups given in Table I are 3-dimensional and therefore 
seem to provide a counterexample to the result we have 
just obtained. These matrices generate 3-dimensional repre­
sentations of subgroups of SU •. In those cases, where the 
subgroups of SU. differ from those of SU ./C, we must 
factor out the center to obtain the groups corresponding to 
if' = 1. The 3-dimensional representations would then dis­
appear. These considerations do not affect our character 
tables. 
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(III 11) 

(1, 1)8 Q9 (1, 1)8 = (0, 0)1S Q9 (1, 1)8S EB (2, 2):7 

EB (1, 1)~ EB (3, 0):0 EB (0, 3)to 

(where the superscripts S and A stand for sym­
metric and antisymmetric products), shows that 
2:8(216) corresponds to (1, 1)s of SUa, as can be 
seen from the close correspondence of the reduced 
product representations. We will show later that 
the representations of SUa of higher than eight 
dimensions, which cannot correspond to irreducible 
representations of 2:(216), become reducible repre­
sentations of 2:(216). For example, (0, 3)10 of SUa 
reduces to ~t EB ~2. 

Proceeding with our attempt to identify the 
quantum numbers, we next subduce (1, 1)8 of SUa 
to obtain 2:8(216). Hypercharge is a diagonal opera­
tor in (1, 1)8, with diagonal structure21 y = 
(0, 1, 1,0, -1, -1,0, 0). Since we wish to have the 
operator Y appear in an element of order three, the 
group element e,B.Y of SUa must have the param­
eter 82 restricted to 0, tn- or t7l". We obtain 

Tr (e iB
• Y) "" 4(1 + cos 82) 

{
8,82 = 0, 

= 2, 82 = f,r, t-n-. (III 12) 

Comparing with the character for r 8(216), we see 
that the Y operator must be an element of the l a32 

. permutation classes. When one attempts the same 
sort of reasoning with Ta, one discovers that only 
eiB

•
2T

• will give an element of order three, since Ta 
has eigenvalues (1, !, -!, -1, -!, !, 0, 0) in the 
(1, 1)8 representation. We obtain 

Tr (e,8,2T.) = 2(cos 281 + 2 cos 81 + 1) 

{
8, 81 = 0, 

= -1, 81 = f,r, t7l", 
(11113) 

and therefore the Ta operator must be an element 
of the 3a permutation classes of Table VII. How­
ever, no elements of T' exist in the 33 permutation 
classes. Thus, in spite of the fact that T' is a sub­
group of 2:(216), we lose the isotopic submultiplet 
structure. All we are left with is the possibility of 
assigning two independent quantum numbers with 
no trace of isotopic submultiplet structure left. Since 
charge independence has disappeared, we have a 
great deal of freedom to choose the second quantum 
number.24 We arbitrarily pick Q, the charge opera-

s. There is also no longer any reason why 2: groups other 
than 2:(216) should not be analyzed. For convenience we 
will continue the analysis with 2:(216). The results we obtain 
will be typical of the other 2: groups. 

tor, so that the basis function of the 2:8 (216) repre-
sentation will be 

IY, Q, ex.)8 

0 1 2:+ + 
71" 

1 1 P K+ 

1 0 n KO 

o -1 2:- 71" 
(11114) = = = 

"':'1 -1 .... -
,t:., K-

-1 0 ...,0 .... go 

0 o 1 2:0 ° 71" 

0 00 A 11 

The index ex. is added to distinguish between 2:0 
and A, since total isotopic spin no longer exists to 
distinguish between these particles. With the assign­
ment of Q as given above, the Ca element related 
to Q must be in the permutation classes 1332, and 
is of the form 

(11115) 

In order to make charge assignments for the other 
representations, it is necessary to be more specific 
about which elements of order three are related to 
Y and Q. We arbitrarily choose the diagonal ele­
ments el 

ri Y to be in the class corresponding to the 
second column of Table VII. One then can show 
that the corresponding diagonal element related to 
Q is in the third column. We can therefore identify 
immediately the charge and hypercharge content 
of the following representations: 

I )1 = (0, 0), 

nl = (1, -1), 

I-)t = (-1,1), 

1-)8 = 1 )8 Q9 1-)1 = 

1 0 

-1 0 

-1 -1 

1 1 

0 1 

o -1 

1 -1 1 

1 -10 
(11116) 
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-1 -1 

o -1 

0 1 

D: 1)8 @ D~ 
-1 0 

1 0 

1 1 

-1 1 1 (III 16 cont.) 

-1 1 0 

The charge and hypercharge assignments of the 
2- and 3-dimensional representations can only be 
obtained, from the information given in the character 
table, after some further manipulations. The assign­
ments are 

I )2 = [ 1 -1] , 
-1 1 

D2 = 

1-): = 

[-~ ~l ' 
[ 

0 

-~l ' 1 

1 -1 

o 0 

-1 1 

(III 17) 

We now carry out a procedure analogous to that of 
Sec. III A and consider baryon-meson scattering, 
where both the baryons and mesons are in the ~8 
representation. Therefore we must consider the di­
rect product ~8 @ ~8 whose reduction is given in 
Eq. (11111), and study the Clebsch-Gordan prob­
lem for this case. The charge multiplet assignments 
we have made above are required in this analysis. 
Because Q and Yare defined in terms of elements 
of order three, the states having Q and Y eigen­
values which differ by multiples of three are equiv­
alent. Since we have previously seen that these 
equivalent states are critical for the analysis of the 
structure of the representations, we will concern 
ourselves only with the Clebsch-Gordan coefficients 
involving them. In addition to the two diagonal 
elements of order three, it is necessary to construct 
nondiagonal elements for the various representations. 
We employ the generators E(O, 0) and V 2 of Table I 
to construct the 8-dimensional elements, where we 
use the Clebsch-Gordan coefficients25 related to 

!5 S. Gasiorowicz, "A Simple Graphical Method in the 
Analysis of SUs," ANlr6729 (1963). 

Eq. (III 9) and the fact that ~s(216 X 3) given by 
the ~(2I6) generators in Table I corresponds to a 
subduced representation of (0, 1)s of SUs. The ele­
ment E(O, 0) is sufficient to enable us to calculate 
the Clebsch-Gordan coefficients for the 2- and 3-
dimensional representations, and is obtained by 
making use of the homomorphism ~(2I6) / {9} :: T'. 
The Clebsch-Gordan coefficients which result for 
the equivalent states with labeling (Y = -1, 
Q = 1) are 

1-1, 1, I):A = [i/2(3i)](~+Ko - :a:01('+ 

+ 2pKo - 2K+n - ~-K- + :a:-1('-) , 

1-1,1, O):A = H-~+Ko + :a:01('+ 

- ~-K- + :a:-1('-), 

1-1, I)~ = (1/6i)(~+Ko - :a:01('+ 

- pKo + K+n - ~-K- + :a:-1('-), 
---. 
1-1, 1, 1):8 = [i/2(3)i](~+Ko + :a:01('+ 

- 2pKo - 2K+n + ~-K- + :a:-1('-), 

1-1,1,0):8 = !(-~+Ko - :a:01('+ 

+ ~-K- + :a:-1('-), 

1-1, I)3S = (I/6i)(~+ KO + :a:01(' + 

+ pKo + K+n + ~-K- + :a:-1('-). 

(III 18) 

We can see from the above that invariance under 
~(216) allows reactions in which either charge or 
hypercharge or both are no longer conserved. We 
wish to demand only that charge conservation hold, 
and will impose no further condition on hyper­
charge. In other words, we require only that the 
reactions ~+ go ~ ~-K- and ~+ go ~ :a:-1('- be 
forbidden. This condition yields, using Eq. (III 18), 

a(~:A) = a(~~), a(~:S) = a(~~), (III 19) 

where a(~n) is the scattering amplitude corre­
sponding to the irreducible representation ~n' 
Equations (III 19) hold in general only if the 
representations, to which the amplitudes corre­
spond, coalesce. In other words ~:A and ~~ coalesce 
into a single ten-dimensional representation which 
in fact is equivalent to (0, 3)10 of SUa. The ~: s 

and ~ ~ also coalesce to form a segment of what 
eventually will become (2, 2h7' In order to exhibit 
how (2, 2)27, as well as the other ten-dimensional 
representation reappears, it is necessary to consider 
the other overlapping states (e.g., 11, -1». Thus, 
the imposition of charge conservation alone is suffi­
cient to recover the full SUa structure from ~(2I6) 
(including the exact conservation of hypercharge). 
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C. The ~ Groups as Higher Symmetry Groups 

We tum finally to a study of the ~ groups. The 
charge conservation difficulty we have encountered 
in the 2; groups will occur also in the I:. groups of 
finite order. We will therefore consider only the 
disconnected I:. groups, and, in particular, we look 
at 1:.(6 co

2), since it possesses irreducible representa­
tions of higher dimension than ~(3 co 2). There is 
no 8-dimensional irreducible representation in this 
group, and so we are forced to follow the lines of the 
Sakata model. ll We can take the generators A(a, (3) 
of Table I as 3-dimensional diagonal elements. 
Choosing the basis function 

p 

n (III 20) 

A 

we have 

A(a, (J) 

= exp i[(a - (3)Ta + (a + (3)(!Y - I)], (III 21) 

where the eigenvalues of Ta and Y can be easily 
read off from the basis function in Eq. (III 20). 
Thus the operator Ta and Y can be successfully de­
fined. In order that the isotopic multiplet sub­
structure also hold for 1:.(6 co

2), there must exist 
elements mixing the p-n doublet, i.e., group ele­
ments of the form 

abO 

-b* a* 0 , (III 22) 

001 

where neither a nor b can vanish. A glance at Tables I 
and VIII shows that there are no such elements in 
either 1:.(3 co

2
) or 1:.(6 co 2). However, we notice that 

elements exist in both 1:.(6 co 2) and ~(3 co 2) which 
map a particle onto any other particle. Thus, in­
variance under the infinite I:. groups implies charge 
symmetry, but not charge independence, together 
with exact charge and hypercharge conservation. 

IV. CONCLUSION 

We have seen that although 8- and even ten­
dimensional irreducible representations exist for the 
finite subgroups of SUa and we can make the usual 
particle assignments for baryon and meson octets, 
we do not find it possible to maintain even a limited 
isotopic spin invariance. Moreover, as expected, we 
run into the same difficulty with charge conserva­
tion as Case, Karplus, and Yang do for finite sub-

groups of SU2 • We find, in addition, that hyper­
charge is not conserved exactly. If charge conserva­
tion is imposed as a separate condition, it leads 
automatically to the conservation of hypercharge 
as well. In fact the imposition of the additional sym­
metry of charge conservation serves to regenerate 
the full SUa symmetry. Perhaps this result is not 
as surprising as it appears at first sight. As has been 
pointed out before,26 and reiterated in the present 
paper, imposition of charge conservation can serve 
to generate continuous groups of more than one 
parameter. The charge operator appears in elements 
of the infinite I:. groups, of SU2 , and of SUa. Since 
the 2; groups are not subgroups of the infinite I:. 

groups, or of the Abelian groups, or of SU2 , charge 
conservation cannot generate any of these contin­
uous groups. All the representations we have ob­
tained are unitary, as are elements containing the 
charge operator, and so presumably only compact 
groups can be generated from the 2; groups by charge 
conservation. All such subgroups of SUa have been 
enumerated6 and we have been led to exclude them 
all. Thus, only the full SUa group is left as the one 
which could be generated by the imposition of 
charge conservation. 

Of the groups considered by us, it is possible to 
include exact charge and hypercharge conservation 
from the beginning only in the disconnected groups. 
But these groups lead only to charge symmetry, 
and the octet model ClJnnot be accommodated, since 
the maximum dimension of the irreducible repre­
sentations is six. 

There is always the possibility that some way of 
assigning charge and hypercharge operators other 
than by analogy to the full SUa group exists and 
might lead to different results in the physical appli­
cations than the ones we have obtained. In any case 
the detailed analysis of the groups carried out in 
Sec. II is obviously independent of the physical uses 
made of it in Sec. III, and may have other appli­
cations. 
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APPENDIX. THE IRREDUCIBLE REPRESENTATIONS 
OF SUa/e 

We tum now to a discussion of the continuous 
group SUa/C in order to justify our consideration 

26 S. Weinberg, "On the Derivation of Intrinsic Sym­
metries" (1963) (preprint). 
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of only finite subgroups of SU~/C rather than of 
SUa as well. The group SUalC has been referred 
to previously.12,13 In what follows we will obtain 
the dimensions of the irreducible representations of 
SUaIC. We recall that the center of a group, {C}, 
is the set of elements which commute with all ele­
ments of the group.27 The identity is always a trivial 
element of the center. The center of SUa has two 
other elements, which, in the representation (1, O)a 
can be written 

Since the center is an invariant subgroup, SUalC 
is a group which is called the linear fractional or 
projective group of SUa. SUalC is locally iso­
morphic to SUa, since both have the same Lie 
algebra. The difference between the two groups is 
that, while the change by 27r of any parameter 
characterizing an element of SUalC yields the ele­
ment we started with, the parameter must generally 
be changed by 3·27r for all representations of SUa 
to return to the element we started with. An analo­
gous statement can be made for SU21C "-' Oa and 
SUa except that in SUz an element is regained if 
the parameter is changed by 2·27r. The irreducible 
representations of Oa are the same as some of the 
irreducible representations of SU2 , but the irre­
ducible SUz representations of even dimension do 
not occur in 0 3 , We can expect similarly that some 
of the representations of SUa are not representations 
of SUaIC. We see which representations are elim­
inated by calculating the characters of SUa. WeyeS 

gives the following expression for these: 

where P. is defined by 

.. 
L: p).i = [(1 - zeil")(l - zeil")(l - ze-Hq>'+l's)r l 

, 

>'-0 

(A3) 

27 Reference 17, p. 23. 
2S H. Weyl, The Classical Groups (Princeton University 

Press, Princeton, New Jersey, 1939), Chap. 6, Sec. 5. 

and 

P-l = P-2 = ... = O. 

(AI. Az) are the weight diagram indices given in 
Ref. 1. The first few characters are 

(A4) 

Typical of representations of SUa which have a 
center of distinct elements is (1, 0)3, whose center 
is given by (A 1). Suppose an element g in this 
representation has the character 

(A5) 

The elements wg and w2g are distinct. They have 
the characters 

Tr (wg) = x(!.O)('I'1 + j7r, '1'2 + ~), 
Tr (w2g) = X(!.O)('I'1 + t7r, '1'2 + h). 

(A6) 

Conditions like (A 5) and (A 6) obtain for all repre­
sentations whose centers have three distinct ele­
ments. On the other hand, those representations 
which have only the identity element in the center 
(and therefore are representations of SUaIC) must 
have characters which are invariant under the 
transformation 

(A7) 

where i = 1 or 2. For the list of characters given 
above, only X(O ,0) and X(1,I) satisfy the invariance 
requirement. The general condition satisfied by rep­
resentations (AI, A2)d of SUalC is precisely the 
empirical expression given by Sakurai,14 namely 

n = 0,1,2 .... (A8) 

Thus, strictly speaking, the Sakata model and the 
"eightfold way" are particle assignments associated 
with different, if closely related, groups. 
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On Pais's Charge Correlation Coefficients 

J. M. SHPIZ 

Bell Telephone Laboratories, Murray Hill, New Jersey 
(Received 25 February 1964) 

An alternative proof of a theorem of Pais which states that the charge correlation coefficients for 
an n-r system are independent of the row of the representation of the symmetric group is presented 
in which no detailed knowledge of the representations is used. 

CONSIDER an n-'II" system whose state vector 
IP~Nl belongs to the ath row of the [N]th ir­

reducible representation of the group 8n of permuta­
tions of charge indices. Then IP~Nl is some linear 
combination of state vectors X~Nl (m+m_mo) which 
belong to charge partition m = (m+m_mo)-that is 
X~Nl (m) describes a state in which there are m+ 'II" +, 
m_'II"- and mo'll"°. 

We write 
[Nl 

IP. L: C~Nl(m)X~Nl(m) (1) 
dhtinot (m) 

and assume that the state vectors are normalized, 

(IP~Nl I IP~Nl) = (X~Nl I X~NJ) = 1. (2) 

Paisl has proven that the charge correlation coeffi­
cients which are the magnitudes IC~Nl(m)1 are inde­
pendent of a, by using an explicit construction of the 
representations. We present here an alternative proof 
which uses no detailed knowledge of the explicit 
nature of the irreducible representation of Sn. 

The essential feature is that the statement 
"X~Nl (m) belongs to the charge partition (m) = 

(m+m_mo)" is an observable one.and is independent 
of the labeling of the individual pions. Hence we 
may construct a projection operator A (m) which is 
unity when acting on a state of charge partition 
(m) and zero when acting on any other state and 
is independent of the labels of the individual pions 
so that A (m) commutes with permutations of the 
pion labels. We first prove the theorem for unitary 
irreducible representations and then extend it to 
general irreducible representations. 

Let P denote a permutation of pion labels, then2 

P [Nl = " [NlD[Nl(p) IP. £...J IPb b.· (3) 
b 

have 

" D[N](P)* D[Nl(p) _ ~ ~ ~ .b cd - d[N] U •• 8bd • (4) 

From which, since [P, A (m)] = 0, 

IC~Nl(m)12 = (A(m)IP~N) 1 A(m)IP~N) 

= ;! ~ (A(m)IP~N) Ip-IPI A(m)IP~N]) 

= ;! ~ DIN)(p):.DINl(p) •• (A(m)IPlNl 1 A(m)IP~Nl), 

whence 

(5) 

Thus iC~Nl (m) 1 is independent of the row index a, 
for unitary D[Nl. 

Suppose now that iP~N) belongs to a nonunitary 
irreducible representation; then it is equivalent to a 
unitary representation 

-INl _ "S IN] 
IP. - £...J .bIPb . (6) 

b 

The new states of charge partition (m), X~Nl (m) 
and the new charge correlation coefficients C!Nl (m) 
are defined as before by 

C~NJ(m)X~Nl(m) == A(m)iP~Nl = A(m) L: S.bIP~Nl 
b 

= L: S.bC~Nl(m)XlNl(m). (7) 
b 

We take (iP~Nl 1 iP~N) = 1, and observe that the 
unitary irreducible nature of DIN) (P) implies 
(X!Nl(m) 1 X~Nl(m» = 8.b, and use the fact tha.t 
iClNl(m)1 is independent of b, we obtain 

IC~Nl(mW = L: 18.b 12 IClNl(mW 
b 

= IC~Nl(m)12 L: 18.b 1
2 (8) 

b 

The order of the group is n! and if we denote the 
dimension of the representation D[Nl by d[N] we or, since ~b 18.b12 

= (iPb 1 ih) = 1, 

1 A. Pais, Ann. Phys. 9, 548 (1960). We are here con- IC~Nl(mW = IC~Nl(m)12 
cerned with Theorem E of this paper. ProfeRsor Pais has 
published a sequel to this article in Ann. Phys. 22,274 (1963). 

t E. P. Wigner, Group Theory and Its Applications to the 
Quantum Mechanics of Atomic Spectra, English translation 
by J. J. Griffin (Academic Press Inc., New York, 1959). 

(9) 

Equation (9) states that the charge correlation 
coefficients are independent of the basis as well as 
independent of the row. Q.E.D. 
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Renonnalization of Singlet Amplitude in Intermediate-Vector­
Boson Theory of Weak Interactions * 

M. BOLSTERLI 

School of Physics, University of Minnesota, Minneapolis, Minnesota and University of California, 
Los Alamos Scientific Laboratory, Los Alamos, New Mexico 

(Received 18 February 1964) 

A simple prescription for renormalizing the singlet amplitude in the intermediate-vector-b08on 
theory of weak interactions is given. 

I N a recent paper,l it has been shown that the 
Bethe-Salpeter equation for the triplet ampli­

tude in the intermediate-vector-boson theory of 
weak interactions has a unique solution in con­
figuration space; however, this configuration-space 
solution is so singular near the light cone that its 
Fourier transform does not exist, although there 
does exist a method of obtaining zero for the triplet 
amplitude on the mass shell. In this note, a simple 
consideration of the singlet amplitude leads to a 
prescription for its renormalization. The results of 
"peratization" theory2 are immediately obtained. 
Unfortunately, the triplet amplitude does not ap­
pear to be susceptible to similar treatment. 

The Born term for the singlet amplitude is 

P+AP_i(21r/g2(4 - k2/M2)/W - M2 + iO), (1) 

where M is the Boson mass and 

A = h .. @'/, P", = 'Y", @'Y±, 'Y", = HI ± i'Ys). (2) 

The fact that A2 is the singlet projection operator, 
and that 

where 
k = k·'Y, 

has been used in writing (1). The compound vertex 
(1) can also be written 

P+AP_·3i(27r)4l/W - M2 + iO) 

- P+AP_i(27r)4g2/M2. (4) 

In this form, the first term is an interaction like 
that mediated by a scalar or pseudoscalar meson, 
differing in that the vertex contains the factor 
P +AP _ instead of 1 or 'Ys (2) 'Ys. Hence, the first 
term in (4) is renormalizable in the ordinary sense 

and can be ignored as far as questions of finiteness 
are concerned. The second term in (4) is identical 
with the simple vertex generated by the 4-fermion 
interaction 

This latter is not renormalizable, nor does it lead 
to a tractable Bethe-Salpeter equation, as will im­
mediately be seen. 

The Bethe-Salpeter equation in the theory with 
the 4-fermion interaction (5) is (in the notation 
of Ref. 1) 

A=F(p, k, ko) = i(27r)4(l/M2) 

X [1 ± (2 )-s f (k~ - p2)A=F(P, kl' ko) d
4
kl ] 

7r [(P + kll- m~][(p - k1)2 - m!] 
(6) 

where the final 4-momenta are p ± k and the 
initial ones are p ± ko, 

A=F(p, k, ko) = AiF(p, k, ko) ± A:F(P, -k, ko), (7) 

and A[F and A:F are defined as in Ref. 1. A com­
mon factor P +AP _ has been removed from all 
terms in Eq. (6). It follows from Eq. (6) that 
A F F (p, k, ko) is independent of k and, therefore, 
by symmetry, also of ko• Thus, Eq. (6) becomes 

A~F(P) = i(27r)4(g2/M2)[1 ± (27rrsI(p)A~F(P)], (8) 

J k2 - p2 
J(p) = [(p + k)2 _ m~][(p _ k)2 _ m!] ~k = (D. 

(9) 

With J(p) = (D, Eq. (8) is meaningless. If the propa­
gators in (9) are regularized so that D;,eg(o) < (D, 

then it is clear from (8) that 
* Work performed at Los Alamos Scientific Laboratory 

under the auspices of the U. S. Atomic Energy Commission. lim A~F(P, M
i
) = 0, (10) 

1 K. Bardacki, M. Bolsterli, and H. Suura, Phys. Rev. MI_'" 
133, B 1273 (1964). 

2 G. Feinberg and A. Pais, Phys. Rev. 131, 2724 (1963); where Mi are the regulator masses. 
and Phys. Rev. 133, B 477 (1964); also Y. Pwu and T. T. 
Wu, Phys. Rev. 133, B 778 (1964). An alternative way of obtaining the result (10) 
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for A~F(p) is to eliminate it from the very beginning 
by subtracting the 4-fermion interaction (3) from 
the original Lagrangian containing only the vector­
boson interaction. This subtraction procedure must 
give all the "peratized" results2 for the singlet ampli­
tude, for example, the 3 instead of 4 in the first 
term of (2). It is clear from (2) and the remarks 
immediately following it that the subtraction leads 
to a renormalizable theory as long as only singlet 
2-fermion interactions are considered. The triplet 
2-fermion amplitude is unaffected by the subtraction. 

The only subtraction procedure that appears to 
work on the triplet interaction is to subtract the 
interaction 

(11) 

with a scalar meson in such a way as to cancel the 
entire k ® k term in the numerator of the vector­
meson propagator. This would leave a Born term 
with no triplet part: 

P +AP _i(2TfYl4/(k2 
- M2 + iO), (12) 

which is again renormalizable. This corresponds to 
taking a linear combination of vector and vector­
coupled scalar fields, both with the same mass, in 
such a way that the effective meson propagator is 
proportional to g,..(k2 

- M2 + iO)-l. 
This procedure would give zero for the triplet 

amplitude and the previous results for the singlet 
amplitude (with an adjustment of the unrenormal­
ized coupling constant). 
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Upper and Lower Bounds on Generalized Fourier Coefficients* 

L. M. DELVES 

Applied Mathematics Department, The University of New South Wales, 
Kensington, N. S. W., Australia 

(Received 11 October 1963) 

Methods are given for obtaining variational upper and lower bounds on the nth Fourier coefficient 
C2n = Ifg*uUndTl2 of a function g relative to a sequence of eigenfunctions Un. The methods differ in 
their ease of application and in the amount of information required concerning the eigenvalues as­
sociated with the Un. Some illustrative examples are given. 

I. INTRODUCTION 

WE consider the eigenvalue equation 

[H - AnuJUn = 0 (1.1) 

for eigenvalue An, eigenfunction Un, and suppose 
that the operators H, u are Hermitian and such 
that the spectrum of A is bounded from below and 
has been ordered. We also ignore possible de­
generacies in the spectrum. Weare not concerned 
with the detailed form of Hand u, which may be 
(for instance) finite matrices or differential or inte­
gral operators; but we use here the notation of finite 
matrices and vectors, so that in particular the inner 
product of two functions V 1 and V 2 is represented 
by the notation V~V2 rather than J V~V2 dr. This 
notation is chosen only for its brevity and ease of 
printing; the results we obtain are applicable to a 
wide class of operators and spaces. 

With the conditions stated, the eigenfunctions Un 
form a complete set and are orthogonal with weight 
function u; we choose the normalization so that 

(1.2) 

Then an arbitrary function g can be expanded in 
terms of the Un: 

(1.3) 

The coefficient en is called the nth generalized 
Fourier coefficient of g, with respect to the sequence 
{ U m}. For a given function g, the phases of the Un 
can be chosen so that en is real and positive; we 
shall assume this has been done. We shall be in­
terested in finding approximations to en when the 
eigenfunctions Un are not known. This problem 
has been considered previously by Rayner. l .2 He 
gavel a neat method of finding an upper bound on 

* This research was supported in part by U. S. Air Force 
Grant No. 62-400 to the University of New South Wales. 

1 M. E. Rayner, Quart. J. Math. 13, 61 (1962). 
2 Reference 1, p. 137. 

e! given only that An is known. This bound has the 
advantage that it is variational, so that equality 
can in principle be achieved. He also gave2 a method 
for constructing a sequence of upper and lower 
bounds to e~, which involves only a minimum of 
knowledge of the eigenvalues, but this method has 
several disadvantages. The most serious is that it 
involves the solution of a sequence of equations of 
the form 

Hipn - Uipn-l = O. (1.4) 

These are "simpler" than (1.1) in that they are not 
eigenvalue equations; nonetheless it will usually be 
the case that they are not soluble. A further dis­
advantage is that any given term in the sequence 
of bounds is of strictly limited accuracy; the se­
quences converge to e~, but the convergence may 
be slow. We call such methods "nonvariational," 
with the implication that they are inferior to vari­
ational methods; but the superiority of a vari­
ational method depends on the choice of a good 
trial function, and where this is difficult a non­
variational method may be superior. 

The final disadvantage of Rayner's method is that 
it does not give bounds on any but e~. 

We give here several methods of bounding C!. 
These methods fall into three classes: 

(a) We give nonvariational upper and lower 
bounds on e! which do not involve the solutions 
of any differential equations. These bounds are easy 
to compute, but their closeness to e! depends on 
the form of g. 

(b) We give a sequence of nonvariational upper 
and lower bounds for C! which do involve the solu­
tion of a sequence of equations. These methods can 
be regarded as the generalization to higher coeffi­
cients of the methods of Ref 2. 

(c) We give a variational lower bound on C!. 
Examples are given of the use of each principle. 

One interesting application of these bounds is given 
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in a companion paper, in which it is shown that the 
lower bound can be used to derive bounds on the 
expectation value (W) .. : 

(W) .. = U:WU" 

for an arbitrary (bounded) operator W. 

II. UPPER AND LOWER BOUNDS ON FOURIER 
COEFFICIENTS 

A. A Variational Upper Bound Due to Rayner 

We repeat here for convenience the variational 
upper bound given by Rayner. 1 For an arbitrary 
function g, the nth Fourier coefficient C .. [Eq. (1.3)] 
is bounded by 

C! ::; B+(j)u-1B(f), (2.1) 

where B(j) = H(j - g) - X .. uf. Equality is reached 
in (2.1) if 

(H - x..u)(j - g) = x..u(g - C"U,,) (2.1a) 

and f is an arbitrary function provided that H is 
Hermitian with respect to the function f - g. For 
example, if H is a differential operator, f must be 
chosen so that f - g satisfies the same boundary 
conditions as the U ft. 

B. A Sequence of Upper and Lower Bounds for C! 
In his second paper,2 Rayner constructs a sequence 

of upper and lower bounds for the first Fourier 
coefficient C~. The sequences involve the solution 
of a sequence of linear equations, and converge 
to C~. We give here a similar method by which 
sequences which converge to C;, p > 1, may be 
constructed. These methods involve only a minimum 
of information about the eigenvalues X" of (1.1). 

Suppose that we have an approximation a" to 
the eigenvalue X"' which is sufficiently good to be 
closer to X" than any other X .. : 

Ix.. - almin = Ix" - al· (2.2) 

Then let us construct a sequence of functions g .. 
defined by 

Then 

go == g, 

(H - au)g .. + Ug .. -l = 0, n~l. 

g!uU .. = [1/(a" - x..)]g!(-H + a"u)U .. 

= [1/(a" - x..)]g!-lUU.. by (2.3). 

Let us define 
1/(a" - A .. ) = f3 ... 

Then by repetition of this process we find 

(2.3) 

(2.4) 

(2.4a) 

g!uU .. = [1/(a" - x..)rg~uU" 

= rr:c". 
We define a sequence of numbers am by 

(2.5) 

(2.6) 

We can give a sequence of upper and lower bounds 
on c: in terms of the sequence {a .. }. 

Upper Bound on C: 
From the sequence {a .. } we can construct a se­

quence {-y",} as follows: 

.. +21 m 'Y", = am am +2' (2.7) 

Then we ha.ve the following theorem: 

m even, 
(2.8) 

m~ 00, 

so that the 'Y .. form a convergent sequence of upper 
bounds. The proof follows the similar proof of 
Rayner. We note first that the sequence f3 .. is such 
that 

max {1f3 .. I} = f3". (2.9) 

SUbstituting (2.6) into the definition (2.7) of 'Y .. 

we find for even m 
1/( .. +2) 1/( .. +2) 

'Y", - 'Y",+2 
_ (L f3':C!)( l: f3::+4C!) - (L f3::+ 2C!)2 
- (L f3:+2C!)"'/(",+2) L f3: H C! • 

But for even m the denominator is positive. More­
over, 

(L f3::+2C!)2 = [L f3!(m+2) C..{3!"'C,,] 2 

::; L f3::+ 4C! L f3':C! 

by Cauchy's inequality, so that 

'Ym+2 ::; 'Y"" m even. (2.10) 

Moreover, since f3! < f3! for n ~ p we have 

1 + ~: L' ~:r+2 C! < 1 + ~; L' (::r C!, (2.11) 

where L' denotes a summation over n ~ p. Thus 

_ C!ll + (I/C;) 4:' (B .. /f3")"'C!},,,+2 
'Y", - II + (1/C=) L' (B"If3"),,,+2C:}'" 

> C:{1 + ~: L' (::r C!f. 
(2.12) 

That is, 'Ym > C:. 
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Moreover, N(m + 2)M"'h~ < 1, 

(2.13) C! > h~[1 + (1 - NM"'(m + 2)h~)i]. (2.17) 

Moreover, the convergence of the right-hand side 
where fj. is the larger in modulus of fj,,-I, {3,,+l and of (2.17) to C! as m ~ co is immediate since the 'Y ... 

(2. 13a) 

Hence 

[ 
1 J"'+2 'Y", < C: 1 + C! }:' (fJ .. )"'(!,. 

4[ N (fj.)"'J"'+2 < C" 1 + C: {3" • 

But (fJ./,8,,)'" < 1 for all m so that as m ~ co 

'Y", ~ C;. 
We have thus proved that the sequence h",} con­
verges to C;, while for even m the 'Y m form a steadily 
decreasing sequence of upper bounds for C;. 

Lower Bounds on C! 
Suppose that we can find a constant M such that 

1,8./,8,,1 :s; M < 1, (2. 14a) 

are bounded below by C! and M < 1. 

Alternative Lower and Upper Bounds on C! 

The lower bound (2.17) involves a minimum of 
information concerning the Ai, but is inconvenient 
to compute. We can find a simpler lower bound and 
an alternative upper bound, as follows. 

Consider the sequence {E",}: defined by 

_ [a2",+1 - {3P:la2",] 
Em: - (fJp)2"'(fJp - (3pu) . 

From (2.6) this can be written in the form 

= C2 + ~, ({3,,)2m (,8" - ,8,,:1) C2 
Em: p £.oJ R (t:> _ R ) ". 

n /J'P \}Jp tJp±l 

(2.18) 

(2.18a) 

Now in the summand we have, for all n, 1,8,,1 < 1,8",011 
so that the numerator is positive (negative) ac­
cording as fj":1 is positive (negative). 

Moreover, if 

and suppose that m is even and such that 

N(m + 2)M'" h~ < 1. 

a" > A", we have fj" - fj",u > 0, fj,,+1 < 0, fj"-1 > ° 
(2. 14b) while if 

In these formulas, {3. and N are defined in (2.13a). 
Then if we define ~'" through 

~'" = h",[1 + (1 - N(m + 2)M"'ht)i], (2.15) 

we have the convergent inequality 

C! > ~ .. , m-+co. (2.16) 

Proof: 

We have 

_ t [1 + (l/C:) }:, ({3,./{3")"'C!],,,+2 
'Y", - C" [1 + (1/C:) E' (fJ"/{3,,),,,+2C!]'" 

< C:[ 1 + ~! }:' (::rC! J+2 
< C;[1 + (N /C!) (fJ./,8")",],,,+2 {by (2.13)] 

< C![1 + NM"'/C!]"'+2 [by (2.14)] 

C! > 'Y~[l + NMm/C!J i <-m-2) 

> 'Y~[1 - (m + 2)NM"'/2a;] 

by the second mean value theorem, so that 

C! - C!'Yt + NM"'(m + 2ht/2 > 0, 
whence as in Ref. 1 it follows that if 

01" < A", we have fjp - fj"u < 0, ,8,,-1 > 0, fj,,+1 < 0. 

(2.19) 
We therefore have the inequalities 

Em+ ~ C! ~ Em_, a" > A" , (2.19a) 

Em- ~ C! ~ Em+, a" < A". (2. 19b) 

Moreover, in each case 

E",+ ~ Em- -+ C!, m~ co. (2.20) 

The bounds (2.19), but not (2.20) are maintained 
if we have appropriate bounds on the An, and hence 
the {3,,; for an upper bound, we require lower bounds 
on the denominators in Em:, that is on fj" and 
,8" - ,8uI, while we require an upper bound on the 
numerator, that is, a lower bound on fj"u. For 
lower bounds on C!, these bounds must be reversed. 

C. Simple Upper and Lower Bounds on C! 
The bounds of the previous paragraph have the 

grave disadvantage that they involve the solution 
of Eqs. (2.3). In most cases this will be impossible. 
We can get bounds on C! which do not involve (2.3); 
the accuracy of these bounds is limited, and de-
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pends upon the function g, but in many cases may 
be sufficient. 

Upper Bound 

The upper bound in question is trivial; we have, 
for any p 

(2.21) 

Lower Bounds 

We give first a lower bound on C~. Consider the 
quantity 

A2g+(Jg - g+Hg = C~ + f (A2 - An)C! < C~. 
A2 - Al 3 A2 - Al 

(2.22) 

We thus have an immediate lower bound if A2 and 
Al are known. Further, if A1T, A2T are such that 

we have 

(2.22a) 

Equation (2.22a) is due originally to Eckart.3 

For arbitrary c.", p > 1, we can construct a bound 
as follows: 

g +(H - A"_lU)U -l(H - A1' +1u)g 

(A"-l - A,,)(A1' +1 - AI» 

= C; + E' C! (';..,,-1 - An)(AI>+l - An) < C;, (2.23) 
(A"-l - A,,) (AI> + 1 - A,,) 

where the inequality follows since every term in the 
sum is negative or zero. 

This bound is again maintained if we have lower 
bounds on A,,-l and A1'+1, and an upper bound on 
the denominator. 

The bounds of this paragraph are clearly of limited 
accuracy for a given function g. They can be ex­
pected to give close bounds only if the coefficient 
C" is much larger than all the others. There is one 
situation in which this will (hopefully) be the case; 
and this is when g is itself a trial function4 for U", 
the eigenfunction belonging to Ap. In this case these 
bounds (2.21)-(2.23) are variational bounds, in the 
sense that if 

g = AUn + E 

then 

[C;]bound = C; + D(i), (2.24) 
3 C. Eckart, Phys. Rev. 36, 878 (1930). 
4 This case has been considered in detail by H. F. Wein­

berger, J. Res. Natl. Bur. Std. CU. S.) MB, 217 (1960). 

and equality is reached when g = AUn • Thus the 
bounds give one way of choosing a good trial func­
tion: we choose the form of g to maximize C; for 
a given normalization. In the next paragraph we 
further utilize these crude bounds to provide a 
variational lower bound on C; for an arbitrary 
function g. 

D. Variational Lower Bound on C; 

Suppose that we want a lower bound on C! 
(g+ uu,,) 2 for some function g, and that we have 
already calculated an upper bound C~ on 0:, from, 
for instance, Eq. (2.1): 

C~ 2:: C;. 

Suppose further that we have a trial function U, 
for Up, with overlap integral a,,: 

and that we have calculated a lower bound a~ on a; 
from, for instance, Eq. (2.23): 

(2.25b) 

Since we assume all our Fourier coefficients to be 
real and positive, we have 

(2.25c) 

We note that this is a restriction on the class of 
functions g and U t • While it is always possible to 
choose the phase of Up so that either Cp or a" is 
real and positive, it may not be possible to choose 
them simultaneously so. However, this restriction 
is trivial; we can always choose Un (and therefore U,) 
real so that a" is real; then if g is complex 

g = gz + igI , 

we can bound separately the Fourier coefficients of 
gz and gI, supposing only that we know their sign. 
If the sign is negative, we consider the function -g. 

Given (2.25c) we can proceed as follows. The 
function {j, 

{j = aU, - g, 

has a pth Fourier coefficient d" 

dp = {/uU1' = aa1' - C". 

We choose 

so that 

(2.26a) 

(2.26b) 

(2.26c) 

(2.27) 

We now construct an upper bound ~ on d! by any 
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of the above methods 

and therefore 

from which we find 

C'J) > aa'J) - d, > C, - d, 

which is the required lower bound. 

III. AN EXAMPLE 

(2.28) 

(2.29) 

Let us consider the sequence of functions Un given 
by the one-sided harmonic oscillator: 

[ 
d2 2 ] 
dx2 - X + X.. U .. = 0, (3.1) 

1"" U! dx = 1. 

The eigenvalues Xn are given by 

A .. = 2n + 1 n = 1,2,3, (3.2) 

while the lowest eigenfunction U 1 (x) is 

Ul(x) = 271"-txe-!z'. (3.3) 

We define a trial function U,(x) for Ul by 

U,(x) = 25!xe-az (3.4) 

and search for bounds on the first Fourier coeffi­
cient of the function g defined by 

(3.5) 

This choice of g is motivated by the application of 
these bounds in a companion paper. 

With the notation 

(3.6) 

Z 

Z.Z 

FIG. 1. The first Fourier coefficient 
!guo dt for the function g = 26 Ixe- 8z• 

l-exact; 2-1ower bound a: from 
Eq. (2.22). The line a. = 1 gives an 
upper bound. 

we can construct bounds on al and Cl as follows: 
(A) A lower bound on a~. The coefficient a~ cannot 

exceed the value 1 given by Eq. (2.21). 
A lower bound a! on a~ is given by Eq. (2.22) 

with X2 = 7, XI = 3. This bound is plotted as a 
function of the parameter 0 in Fig. 1, together with 
the exact value which can easily be evaluated in 
terms of the incomplete gamma function. We see 
that, as expected, the agreement is poor for extreme 
values of 0, but rather good for 0 such that U, is 
expected to approximate UI reasonably well. In 
fact, if we choose 0 by the criterion 1 - a~ 
minimum, we find 

(3.7) 

which is the same value as obtained by minimizing 
JU, HU, dx = A,. Indeed if we assume Al and A2 
are known, this will always be so if we use (2.22). 

(B) Upper bounds on C~. We can calculate a 
crude upper bound C~l on C~ from Eq. (2.1). We 
can calculate a variational upper bound C~. on 
C~ from Eq. (2.1) where f is a trial function satisfy­
ing the condition f(O) = f( co) = o. 

We take 

f = Ag (3.8) 

with A a variational parameter. The integrals are 
easily carried out, as is the evaluation of the exact 
C~. Minimizing the functional (2.1) with respect 
to A gives the best bound C~. for a function f of 
the form (3.8); this bound is plotted as a function 
of 0 in Fig. 2, together with the nonvariational 
bound C~l and the exact value C~. We see that the 
variational bound is somewhat better than C~l 
for all 5. 

(C) Lower bounds on C~. Similarly we can cal­
culate a nonvariationallower bound C~l from (2.22) 
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and a variational lower bound by the technique 
described by Eqs. (2.26) to (2.29). We define 

{j = aU, - g, 

where g is given by (3.5), and U, by (3.4), and for 
a given 5 we define a by 

(3.9) 

where Cu. is the variational upper bound on C1 

obtained above, and al the lower bound found pre­
viously on al and plotted in Fig. 1. With this choice 
of {j we can find an upper bound d, on aal - C1 

from (2.21), and hence a lower bound on C1 from 

FIG. 2. The first Fourier coefficient 
fuuo ax for the function U = 26'x3e- ls• 

1-exact; 2-lower bound from Eq. 
(2.22); 3-variational bound from 
Eq. (3.8); 4-upper bound from Eq. 
(2.21); 5-variational lower bound 
from Eq. (3.10). 

(2.29). With the choice of trial functions f in (2.21), 

f = AUt = 25iAxe-h
, (3.10) 

we find after minimizing on A the results plotted 
in Fig. 2. The variational bound C/o obtained is 
worse than the nonvariational bound CIl , so that 
clearly (3.10) is a poor trial function. 
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Methods are given for constructing variational upper and lower bounds on the matrix element 
Wm .. ... fUm*WUndr of an arbitrary bounded operator Wbetween two eigenstates Um, Un of a Hamil­
tonian H. Numerical examples of the method are given. 

I. INTRODUCTION 

T HIS paper is concerned with the following prob­
lem. Given a Hamiltonian H and weight func­

tion u defining a sequence of eigenfunctions Un, 

(1.1) 

for which the eigenfunction cannot be found exactly; 
and given an arbitrary operator W, construct the 
best possible approximation to the matrix element 
W mn = (ml W In). In a recent series of papers1

-
a 

variation principles for W mn were set up for Hermi­
tian Wand their use illustrated. 

These principles give an approximation [W mn). 

accurate to O(l) if approximations to Un of O(E) 
are known. However, they suffer from the defect 
that they yield no information as to their accuracy, 
even the sign of the error being unknown. We here 
give methods of constructing upper and lower 
bounds on W mn, for bounded but not necessarily 
Hermitian W. These methods depend on those given 
in the previous paper4 for bounding Fourier coeffi­
cients; if variational bounds on the appropriate 
Fourier coefficients are constructed, the bounds upon 
W mn are also variational, so that the advantages of 
the previous variational formulations are retained. 
In addition, a single bound determines the sign of 
the error, and furthermore ensures that a more com­
plicated trial function gives a more accurate (rather 
than just a different) result; while with some extra 
labor, both bounds can be obtained, thus bounding 
the error. 

The results we obtain are applicable to a wide 
class of operators; for simplicity of printing, we use 
the notation of finite matrices, so that inner products 
will be written 

(m IWI n) = U~WUn. 

1 L. M. Delves, NucI. Phys. 41, 497 (1963). 
I L. M. Delves, NucI. Phys. 45, 313 (1963). 
I L. M. Delves, Math. Compo (to be published). 
, L. M. Delves, J. Math. Phys. 5, 1055 (1964). 

U. UPPER AND LOWER BOUNDS ON THE 
DIAGONAL MATRIX ELEMENTS OF A 

SOLUBLE POSITIVE OPERATOR 

To see that the calculation can be reduced to that 
of bounding a set of Fourier coefficients, we first 
consider the case of a positive Hermitian operator 
W, and assume that W is simple enough that all 
of its eigenfunctions IPn and eigenvalues (..In with 
respect to some positive Hermitian weight function 
ware known. That is, we write 

(2.1) 

and assume that the set {IPn} and {(..Inl «(..In> 0) 
are known. We look at the element WI''' = U:WU", 
and expand Up in terms of the IP,,: 

(2.2) 

This expansion is possible since W is Hermitian. 
For a positive operator W, all the (..I .. are positive, 

so that given upper (lower) bounds C~" on C;n we 
have upper (lower) bounds on U:WU,,: 

U:WU" ~ L (..I"C~.. if C~ .. ~ C!.-. (2.3) 

Now we can derive both upper and lower bounds 
on C; .. using any of the techniques given in Ref. 4, 
since we can write, using the Hermitian character 
of u, w, 

(2.4) 

which is the pth Fourier coefficient with respect to 
the set {U .. I of the known function 

-1 g .. = U WCf' ... 

The most commonly occuring case is IT = w 1, 
in which case g.. = IPn. 

Other Bounded Operators 

If the operator W is not positive, but is bounded 
from below, we can consider instead the operator 

TV = W - aw, a < (..It, (2.5) 

1061 
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where the (negative) a is a lower bound on the 
lowest eigenvalue of W. Then TV is a positive opera­
tor whose matrix elements are trivially related to 
those of W: 

U~TVUn = U~WUn + aU~wUn' 
and we can therefore bound the diagonal matrix 
element of TV as above. To obtain bounds on 
U~WUn, we need also bounds on U~wUn' These 
can also be obtained as above, since w is assumed 
positive. Moreover, in many cases it will be trivial 
to evaluate this term, since if 

w = II, 

we have 

m. AN ALTERNATIVE LOWER BOUND ON 
DIAGONAL ELEMENTS 

The methods of the previous paragraph are limited 
in usefulness by the need to know the eigenfunctions 
of W. We give here an alternative lower bound which 
does not require this knowledge. We consider posi­
tive operators W; the extension to bounded opera­
tors is as before. However, we do not need to assume 
W is Hermitian. 

For any arbitrary function q, we have 

(3.1) 

We take 

(3.1a) 

where U1JT is a normalized trial function for Up. 
Then expanding (3.1) we have 

U:WUp;::: U:WUpT + U;TWU" - U;PWU"T' (3.2) 

We therefore have a lower bound on U:WUp: 

find a soluble comparison operator X. Suppose that 
we have an operator X for which U:XUp is known, 
or for which an upper bound is known (for instance, 
X may be a soluble operator so that the method 
of Sec. II can be used). Suppose further that we 
have the operator relation 

X;:::W. (4.1) 

That is to say, for any function g, g+Xg ;::: g+Wg. 
This equation is satisfied, for instance, if X com­
mutes with Wand if each eigenvalue of X is greater 
than the corresponding eigenvalue of W. 

We can then define the positive operator Y, 

Y = X - W, (4.2) 

and find a lower bound Y 2 on the matrix elements 
of Y by the methods of Sec. III: 

U:YUp == U:XUp - U:WUp ;::: Y L • (4.3) 

Then if an upper bound Xu is known for U:XUp , 

(4.4) 

we have at once 

U:WUp ::; U:XUp - Y L ::; Xu - Y L • (4.5) 

Of course, it may be difficult to find a suitable 
comparison operator X. However, the method does 
not depend upon the difference between X and W 
being small. 

V. BOUNDS ON OFF-DIAGONAL ELEMENTS 

We can similarly construct bounds on the off­
diagonal elements U:WUq • If the eigenfunctions and 
eigenvalues of Ware known, we can extend the 
method of Sec. II easily: 

(5.1) 

(3.3) where 

where CIT, C2T are lower bounds on the pth Fourier 
coefficients of the functions 

(3.4) 

and 

For Hermitian W we have CI T = C:n and both can 
be chosen real. 

IV. AN ALTERNATIVE UPPER BOUND ON THE 
DIAGONAL ELEMENT 

We can also construct an upper bound for U:WUp 
without knowing the eigenvalue of W, if we can 

(5.2) 

so that upper (lower) bounds on U:WU. can be 
constructed given upper (lower) bounds on the 
Fourier coefficients an and bn. Note however that 
the methods of Ref. 4 bound directly a! and b!, so 
that it is necessary to know the relative signs of 
an, bn. We assume here that they are real; if Wand H 
are real, it is always possible to choose the Un and 
<Pn real so that this is the case. 

We can also extend the method of Sec. III to 
off-diagonal elements, provided that we first have 
bounds on the diagonal elements. Suppose that we 



                                                                                                                                    

BOUNDS ON MATRIX ELEMENTS 1063 

FIG. 1. Estimates of (W) for W = 
x2• The various approximations are 
defined in Sec. 6. 
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have trial functions UpT, U. T for Up, U.; then, if 
we define 

g = U" + U. - UpT - U. T, (5.3) 

the relation (3.1) gives for Hermitian W 

U:WU. 2:: -![U:WUp + U:WU.] 

+ U:W(UmT + UnT) + U:W(UmT + UnT) 

- t[(U"T + U.TtW(U"T + U. T)]. (5.4) 

Hence we obtain a lower bound on U:WU. if we have 
upper bounds on U:WU" and U:WU. and lower 
bounds on the Fourier coefficients U:W(UmT + UnT) 
and U:W(UmT + U"T). 

Finally, we can obtain upper bounds on U:WU. 
if we have a soluble comparison operator V. If 
X = V - W is a positive operator we can use the 
method indicated by (5.4) to obtain a bound X Lp• 
on U:XU.: 

U:XU. == U:VU. - U:WU. 2:: XL". (5.5) 

and if we have an upper bound Vu". on U:VU., then 

Vu". > U:VU., U:WU. ~ Vu". - X Lp•. (5.6) 

VI. A NUMERICAL EXAMPLE 

As an example of these methods we consider the 
one-sided harmonic oscillator described by 

HUn(x) = (-d2jdx2 + X2)Un(X) = A"Un(X) , 

U,,(O) = U,,( ex» = 0, 

(6.1) 

for which Al = 3, A2 = 7, An = 4n - 1, and ask for 
bounds on the expectation value of the potential 
energy X2. This problem was considered in Ref. 4, 
and variational estimates given for U~X2Ul == (W); 
however, no estimate of the error could be made 
there. The variational estimate was 

(W)l = 0.9204 

while the exact value is 

(W)E = 1.5. 

(6.2a) 

(6.2b) 

In addition, a zeroth estimate Wo was defined in 
Ref. 1. This is obtained by choosing a trial function 
U T for CPl 

(6.3) 

and varying the parameter "I to give the best bound 
on AI. We find 

Al < (H)T = "12 + 3/'Y2 

giving the minimum AT = 2 V3, "IT V3, and 

(W)o == U;x2U T = 1.732. (6.2c) 

Neither (W)o nor (W)l will in general give bounds 
upon (W); so that even the sign of the error is in 
principle not known. We can get upper and lower 
bounds on (W) by using the techniques of this 
paper, as follows. 

Lower Bounds 

For this choice of W the lower bound (3.3) reads 

(W) = U~XUl 2:: 2C T - U;X2UT (6.4) 



                                                                                                                                    

1064 L. M. DELVES 

where CT satisfies the inequality 

CT ~ U~g, g = x2U T. (6.5) 

With the choice (6.3) for U T , the function g is that 
considered in the previous paper (Ref. 4); and this 
paper gives two lower bounds C L v and C Ll, (Fig. 1, 
Ref. 4) which satisfy (6.5). For a given value of 
the variational parameter 'Y, these bounds define 
through (6.4) lower bounds (W)2 and (W)a on (W), 
which are plotted in Fig. (1), together with the 
zeroth approximation (W)o. 

Upper Bounds 

For any Hamiltonian H, a suitable comparison 
potential for the potential V is H itself, since 

H=T+V>V 

satisfies Eq. (4.1); and moreover we can easily find 
upper and lower bounds on (H): 

(H) ~ U;HU'l' = (Hh, (6.6a) 

(H) > (H) _ U;H
2
U T - (H)2. 

- T 1.2 - (H) (6.6b) 

The lower bound (6.6b) is that due to Temple.6 

We can therefore use the procedures of Sec. 4 to 
find upper bounds on (W): we set 

W = x\ X = H = -d2/dx2 + x\ 

Y = X - W = -d2/dx2
; 

and then a lower bound on (Y) leads to an upper 
bound on (W). For the simple harmonic oscillator 

& G. Temple Proc. Roy. Soc. (London) A119, 276 (1928). 

we can find such a bound quite readily, since we 
have from the virial theorem 

(T) = (V) = !(H). 

We can therefore use the trial function (6.3) and 
Eq. (6.6b) to give a lower bound on (Y), and hence 
an upper bound (W)4 on (W). Moreover, we have 
the alternative upper bound: 

(W) ~ (W)5 = !(H)T' (6.7) 

The upper bounds are plotted as a function of 'Y in 
Fig. 1. It is seen that (W)s is a much better bound 
than (W)4' This is to be expected, as (W)4, in com­
mon with all the methods given in this paper, in­
volves the expectation value of H2, which is much 
more sensitive to the form of the trial function 
than (H). 

Summary 

Taking the best upper and lower bounds, we find 

(6.8) 

DISCUSSION 

We have given here methods of finding variational 
upper and lower bounds on the matrix elements of 
an arbitrary (bounded) operator W. The methods 
seem practicable, in the sense that the amount of 
work involved is not prohibitive. However it is 
necessary to evaluate (H2), so that the work is 
much greater than that needed for the variational 
estimates given previously,l-a and the results are 
much more sensitive to the trial functions used. 
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A generalization of the Bargmann potentials to include the case of nonrelativistics-wave scattering 
of a particle by a target having a finite number of discrete excited states is presented. This generaliza­
tion allows the explicit construction of a large class of many-channel S-matrices meromorphic on 
their energy Riemann surfaces as well as the explicit construction of the corresponding potential 
matrices. A two-channel example is treated in detail. 

1. INTRODUCTION 

T HE Bargmann potentia1s1
-

4 furnish instructive 
nonrelativistic models of two-particle elastic 

scattering processes. For anyone particular partial 
wave these potentials yield both an explicitly solva­
ble Schrodinger equation and an S matrix which 
is a rational function of momentum. Thus one can 
often construct a potential which gives rise to the 
desired number and energies of bound states and 
resonances simply by making the appropriate choice 
of poles and zeros of the S matrix. 

The main purpose of this paper is to present a 
generalization of the Bargmann potentials which 
includes the case of inelastic as well as elastic scat­
tering. For the many-channel problem of 8-wave 
scattering of a particle by a target having a finite 
number of discrete excited states, those solutions 
of the coupled Schrodinger equations which result 
in S matrices meromorphic in energy are. given 
explicitly in terms of a set of descriptive parameters. 
The corresponding potential matrices which de­
scribe the interparticle forces are also given in 
terms of the same parameters. The relationship be­
tween these parameters, the S matrix, and the 
bound states of the system is discussed. 

A short account is given in Sec. 2 of those features 
of the many-channel formalism introduced by N ew­
ton6 which will be needed in the sections which 
follow. The notation is essentially the same as that 
used in footnote 6. In Sec. 3 the generation, according 
to LeCouteur and Newton, of all the elements of 
the S-matrix from the Fredholm determinant of 
the integral equation for the physical wavefunction 
is described. Then the statements6 concerning the 

* Based on part of a dissertation submitted in 1962 to 
Indiana University in partial fulfillmcnt of the requirements 
for the Ph.D. degree in physics. 

I V. Bargmann, Rev. Mod. Phys. 21, 488 (1949). 
2 W. R. Theis, Z. Naturforsch. Ha, 889 (1956). 
a R. G. Newton, J. Math. Phys. 1, 345 (1960). 
4 L. D. Faddeyev (trans!. from the Russian by B. Seckler) 

J. Math. Phys. 4, 72 (1963). 
6 R. G. Newton, Ann. Phys. 4, 29 (1958). 
a R. G. Newton, J. Math. Phys. 2, 188 (1961). 

relation of the zeros of the Fredholm determinant 
to the bound states and resonances of the system 
when the channel momenta are considered as inde­
pendent variables are converted to the correspond­
ing statements which hold when the energy con­
servation relation between the channel momenta is 
imposed. In Sec. 4, with the aid of the contents of 
Secs. 2 and 3, those results concerning the many­
channel Bargmann potentials mentioned above in 
the preceding paragraph are obtained. Finally, in 
Sec. 5, a two-channel example is considered. 

2. PRELIMINARIES 

The basic equation of interest in this paper is the 
8-wave Schrodinger equation6 

-y/'(K, r) + V(r)1/;(K, r) = K21/;(K, r) (2.1) 

for the n X n matrix 1/;(K, r), where n is the number 
of channels. Each column of 1/;(K, r) is itself a 
solution of (2.1) and is distinguished from the other 
column solutions by its boundary condition. VCr) 
is the n X n symmetric potential matrix. It will be 
restricted here to depend only on r. K in (2.1) is 
the diagonal n X n matrix of the channel wave­
numbers kl' ... , k,.: 

K'i = k'~'i' i, j = 1, ... ,n. (2.2) 

Conservation of energy h2kU2JL of the system re­
quires that 

k~ = k~ + Ll~, j = 1,'" ,n, (2.3) 

where JL is the (common) channel reduced mass, 
and 11,2 Ll~/2JL, Ll; ~ 0, is the threshold energy of 
the jth channel, i.e., it is the energy difference be­
tween the ground state and the (j - 1 )th excited 
state of the target. 

Provided only that all the elements of the PO­
tential matrix VCr) have finite first absolute mo­
ments, there exists,6 at least for real energies above 
the highest threshold, an n X n matrix solution 
F( -K, r) of (2.1) defined by 

lim e-iKrF( -K, r) = 1, (2.4) 
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and, for all energies, an n X n matrix solution 
cf>(K, r) of (2.1) defined by 

cf>(K,O) = 0, cf>'(K,O) = 1. (2.5) 

cf>(K, r), when expressed in terms of F(K, r) and 
F(-K, r), is7 

cf>(K, r) = (F)[F(K, r)K-1FT(-K) 

- F( -K, r)K-1FT(K)], (2.6) 

where F(K), the generalized Jost matrix function,5 
is related to F(K, r) by 

F(-K) = F(-K, 0). (2.7) 

The physical wavefunction 1f;(K, r) which solves 
(2.1) may be written in terms of cf>(K, r) and F(K): 

1f;(K, r) = cf>(K, r)FT-1(-K)K. (2.8) 

The resulting S matrix iss 

S(K) = Klr1(-K)F(K)K-!. (2.9) 

The S matrix (2.9) is symmetric.5 This is the ex­
pression of the reciprocity theorem, and it is a 
consequence of the assumption of a symmetric po­
tential matrix VCr). Also, the open-channel sub­
matrix of the S matrix (2.9) is unitary.5 This is the 
expression of conservation of current in the open 
channels. 

3. S-MATRIX AND FREDHOLM DETERMINANT 

An interesting connection between the elements 
of the S matrix (2.9) and the determinant f(K) == 
f(k 1 , ••• , k,,) of the generalized Jost matrix func­
tion (2.7) is6

•
g 

Saa = f(k 1 , ••• , -ka, ... )If(K) , (3.1) 

- f(k 1 , ... , -ka, -k{3, .. ')If(K), (3.2) 

where a ;;C {3 and a, (3 = 1, ... , n. If, for example, 
f(K) is known in analytic form, then the whole 
S matrix may be constructed from it by using (3.1) 
and (3.2). In this case the study of the S matrix 
is thereby reduced to the study of the single func­
tion f(K). 

f(K) also has several other important properties. 
Newton 6 has shown that if the second as well as 
the first absolute moments of all elements of VCr) 
exist, then 

f(K) == det F( - K) (3.3) 
7 The matrix transpose is indicated by the superscript "T." 
8 For the relation of the S matrix to the cross section, see 

footnote 5. 
8 K. J. LeCouteur, Proc. Roy. Soc. (London) A256, 115 

(1960). 

is also the Fredholm determinant of the coupled 
integral equations for the physical wavefunction 
(2.8), and that consequently it is a regular analytic 
function in the whole upper half of the complex 
plane of each channel momentum k" ... , k" when 
all the k's are treated as independent variables. 
Let us now deduce from this analyticity property 
of f(K) and from other results6 concerning the zeros 
of f(K) the corresponding statements which hold 
when the energy-conservation relation (2.3) be­
tween the k's is imposed. 

Eliminating k2' ... , k" in favor of kl from f(K) 
by means of (2.3) and considering kl a complex 
number, we are led to associate with f(K) a kl 
Riemann surface consisting of 2" half-planes, each 
distinguished from the others by its particular com­
bination of signs of the imaginary parts of all the 
nk's, and having branch points at kl = ±.12 , ••• , 

±.1" which for the positive (upper) sign correspond 
to the threshold energies of the second through nth 
channel, respectively. 

On this kl Riemann surface, then, f(K) is a regular 
analytic function in the entire half-plane charac­
terized by 1m kl' ... , kn > O. It can have no zeros 
in this half-plane except possibly on the imaginary 
axis. Zeros on the imaginary axis give rise to the 
conventional" all channels closed" bound states of 
the system. Furthermore, f(K) cannot have any 
zeros on the real kl axis bounding the half-plane 
1m kl' ... , k n > 0 if all channels are open (k l > .1,,) 
or if kl < - .1n , but it can have zeros there in pairs 
symmetric about the origin and possibly at the 
origin if i < n channels are open and the remainder 
are closed (0 < kl < .1n ). Of these zeros of f(K) 
the ones which lie on the positive real kl axis give 
rise to bound states "embedded in the continuum," 
which have the property that if the forces which 
produce them are altered slightly, then any such 
zero in the interval .1. < kl < .1 i + 1 will in general 
move downward onto that half-plane characterized 
by 1m kl' ... , k. < 0, 1m ki+1' ... , k" > 0 and 
cause a resonance. 

4. MANY-CHANNEL BARGMANN POTENTIALS 

Let q be any positive integer. Let B be a constant 
diagonal matrix of order nq with elements 

p, p' = 1, ... , q, (4.1) 

where the bp are diagonal matrices of order n whose 
elements b!;) 0" are connected by 

j = 1, ... ,n, (4.2) 

where .1; is the same as in (2.3). If any of the b!;)ls 
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are complex numbers, then their complex conjugates 
must also be included in B. Always we require 

Re b~j) > o. (4.3) 

Let A be a constant nonsingular nq X nq matrix 
with elements 

A"", = 0"" ,a", (4.4) 

where the a" are real symmetric n X n matrices. 
Furthermore, let the elements of A and B also be 
such that the nq X nq matrix Y(r) with elements 

Y () 1 ~ (b + b )-1 -(b.+b.')r 
pp' r = U pp ' - P v' e ap ', (4.5) 

where 1 is the n X n unit matrix, is nonsingular 
for all r ~ o. The elements of A and B are subject 
to no other restrictions than those imposed above. 
Finally, let E(r) be an nq X n matrix with elements 

E,,(r) = e- b
•

r
• (4.6) 

The main result of this paper is that the solution 
of (2.1) satisfying (2.4) with 

VCr) = 2ET(r) yT-\r)(AB + BA) y-l(r)E(r) (4.7) 

is 

F(-K, r) 

= [1 + iET(r)A y-l(r)(IK + iBflE(r)]e,Kr. (4.8) 

From (4.8) it is a simple matter to compute both 
the physical wavefunction with the aid of (2.6)­
(2.8), and the S matrix with the aid of (2.7) and 
(2.9) or (3.1)-(3.3). Thus, when VCr) is given by 
(4.7), all quantities of physical interest are obtain­
able in closed form. Furthermore, as was stated 
in Sec. 3, the zeros of the f(K)'s so obtained give 
directly the bound states and include the resonances. 

A direct proof that (4.8) satisfies (2.1) with (4.7) 
will now be given. First it is necessary to establish 
that 

B2A - AB2 = AK2Y(r) - yT(r)K2A. (4.9) 

This is done by making explicit use of (2.3). From 
(4.1) and (4.2) it is apparent that 

B!", = [(lb~~)')2 + D2]0""., 

where 

i, j = 1, ... ,n. 

(lK2)"". = (lk~ - D2)0%>%>., p, p' = 1, ... , q, 

where K is given by (2.2). It then follows with the 
aid of (4.4) and (4.5) that 

(AK2Y(r) - y T(r)K2A) .. 

r,8 = 1, ... , q. (4.11) 

(4.9) follows immediately from (4.10) and (4.11). 
Next we write (4.8) in the form 

F(-K, r) = (1 + W)eiKr
, 

where 

W == iET(r)A y-l(r)(lK + iBflE(r), 

and upon inserting it into (2.1) we find 

VCr) = M(l + Wfl, 
where 

(4.12) 

(4.13) 

(4.14) 

The remainder of the proof consists in showing that 
the right side of (4.13) is identical with (4.7). Hence, 
although it appears to be K-dependent, it is not. 

Differentiating (4.12) with respect to r, we obtain 

W' = iET A y-l(lK + iBflE' 

+ iET' A y- l (lK + iBflE 

- iET Ay-l Y'y- l(lK + iBflE. (4.15) 

(4.1), (4.4), and (4.5) imply 

Y' = B(l - Y) + (1 - Y)A-lBA, (4.16) 

and (4.1), (4.6) imply 

E' = -BE. (4.17) 

Using (4.16), (4.17) and remembering that B = B T
, 

we obtain from (4.15) 

W' = -iET A y-l(B + A -lBA) y-l 

X (lK + iBflE. (4.18) 

Differentiating (4.18) and again using (4.16), (4.17) 
yields 

W" = iET A y-l [2(B + A -lBA) y-l 

X (B + A -lBA) - B(B + A -lBA) 

- (B + A -lBA)A-lBA] Y-\lK + iBflE. (4.19) 

Using (4.4), (4.5) and remembering that A = AT, 
we obtain Thus it follows with the aid of (4.4) that 

(B2 A - AB2) .. = 0 .. (D2a. - a.D2), 

r,8 = 1, ... , q. 

Y A-I = A-lyT, 

(4.10) and using (4.6) in addition we obtain 

(4.20) 

On the other hand, (2.3) may be used to obtain (4.21) 



                                                                                                                                    

1068 JOSEPH R. COX 

We now use (4.12), (4.16), (4.17), (4.20), and (4.21) 
to write (4.7) as 

V(r)(l + W) = 2iET A Y-\B + A -lBA) 

X [-iy-l(lK + iB) - y-IB - A-1BAy-l 

+ y-l(B + A -lBA) y-l](lK + iBtlE. (4.22) 

On the other hand, use of (4.12), (4.14), (4.18), 
and (4.19) yields 

M = iK2ET A y-l 

X (lK + iBtlE - iET A y-I(lK + iBtlEK2 

+ 2ET A y-I(B + A -IBA) y-l(lK + iBtlKE 

+ iET A y-I[2(B + A -IBA) y-l 

X (B + A -IBA) - B(B + A -IBA) 

- (B + A -IBA)A -IBA] y-l(lK + iBtlE, (4.23) 

where the fact that K commutes with E has been 
used. (4.13) is true if and only if the right sides 
of (4.22) and (4.23) are equal. Direct comparison 
and use of (4.20) reveals that they are equal if 

ETyT-I[(B2A _ AB2) _ (AK2y _ yTK2A)]y-1 

X (lK + iBtlE == 0, 

which, according to (4.9), is indeed the case. 
We have thus shown that (4.8) solves (2.1) when 

the potential matrix is (4.7). That (4.8) also satis­
fies (2.4) follows easily from (4.1)-(4.6). 

The generalized Jost matrix function obtained 
from (4.8) by using (2.7) is 

• 
F(-K) = 1 + i L: Np(K + ibp)-t, (4.24) 

where the n X n matrix N p is defined as 

• 
N p = L: [A y-I(O)]p'p. (4.25) 

p'-1 

For n = 1, (4.24) becomes a rational function of the 
single variable kl' and, according to (2.9), so does 
the S matrix. The potentials (4.7) thus reduce for 
n = 1 to the single-channel Bargmann potentials, 1-4 

and in this sense they represent for n > 1 a generali­
zation of such potentials to the many-channel case. 

Since all elements of (4.7) clearlylO have finite 
first and second absolute moments, it follows from 
the discussion of Sec. 3 that the Fredholm determi­
nant f(K) resulting from (4.24) upon use of (3.3) 
can have no poles in that half-plane of its kl Riemann 
surface characterized by 1m kl' ... , kn > O. In 

10 Each element is everywhere bounded in r and vanishes 
exponentially as r --> co. 

order to see how this comes about we note from 
(4.24) that all poles of f(K) arise as the result of 
zeros of a typical factor of the form 

n 

det (K + ib) = II (k; + ib(i), 
i=1 

which by (4.3) can never be zero unless 1m k j < 0 
for at least one k j • Thus, 1m kl' ... , kn > 0 is 
precisely that one of the 2n half-planes on which 
no pole can occur. Furthermore, since the q(j),s are 
connected by (4.2), it follows that unless the nume­
rator of f(K) has one or more zeros coincident with 
the zeros of det (K + ib), f(K) has a pole in all 
half-planes except 1m kl' ... , kn > 0 if it has a 
pole in one of them, and the multiplicity of the 
pole in a particular half-plane equals the number 
of k/s whose imaginary parts are negative there. 
Counting each pole according to its multiplicity, 
then, f(K) must have an integer multiple of !n2ft 
poles unless its numerator contains one or more 
coincident zeros. When n = 2, for example, the 
zeros of the term det (K + ib) will in general give 
rise to a single pole at kl = - ib (1), k2 = ib (2) 

on 1m kl < 0, 1m k2 > 0 and at kl = ib (I), k2 = 

-ib(2) on 1m kl > 0, 1m k2 < 0, a double pole 
at kl = -ib(l), k2 = -ib(2) on 1m kl' k2 < 0, 
and, of course, no poles on 1m kl' k2 > O. 

It is evident from (3.3) and (4.24) that the zeros 
of f(K) and hence, as was explained in Sec. 3, the 
bound states and resonances of the system are to 
be obtained by finding, on the appropriate Riemann 
surface, the zeros of the determinant of a qth-degree 
polynomial in the diagonal matrix K with n X n 
matrix coefficients which are formed from the N.,'s 
and bp's. This is a complicated task in even the 
simplest of coupled-channel cases, as is indicated 
in the example of the next section. However, the 
general two-channel problem may be reduced to the 
more familiar one of finding the zeros of a poly­
nomial in the single variable t by introducing the 
transformation kl (t) = A2 (1 + t2

) (1 - t
2 )-t, 

k2(t) = 2A2t(1 - t2 )-t, where A2 is the same as in 
(2.3). This transformation maps the double-sheeted 
two-channel Riemann surface onto the t plane in a 
one-to-one manner.ll 

On the basis of what is known about the single­
channel Bargmann potentials, the important work 
of Marchenko concerning the inverse problem of 
scattering theory,4 and its partial generalization to 
the many-channel case,l1 we conjecture that the 
positive integer q and the matrix parameters A and B 

11 See Ph.D. dissertation of Joseph R. Cox, Indiana 
University, 1962 (unpublished). 
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which were introduced at the beginning of this 
section have the following significance. q is the 
number of poles of the 8 matrix 8(K) as deter­
mined by (3.1)-(3.3) and (4.24) which lie in the 
half-plane 1m kl' ... , k,. > O. The positions of 
these poles are given by K = ib", where the b,,'s 
are the diagonal elements of B [see (4.1)]. If K = ib., 
corresponds to a bound state of the system, then 
a", the associated diagonal element of A [see (4.4)] 
may, apart from the restrictions imposed at the 
beginning of Sec. 4, be chosen arbitrarily without 
altering the 8 matrix or the energies of the bound 
states.12 If, on the other hand, K = ib" does not 
correspond to a bound state of the system, then the 
associated a" is i times the residue at K = ib" of 
k1K-t 8(K)K-t. 

S. A TWO-CHANNEL EXAMPLE 

The simplest two-channel 8 matrix of Sec. 4 is 
obtained by setting n = 2 and choosing q = 1. 
According to (4.1)-(4.4) we may then write 

B = [bl 0 1 ' A = [a1 aaj , and b; = b~ - !:l2, 
o b2 aa a2 

where all elements of A and B are real, b1, b2 > 0, 
and !:l == !:l2, b1, b2 == b(l>, b(2), aI, a2, aa == all, 
a22, a12' It is convenient to define hl(r), h2(r), l(r) by 

hl .2(r) = al.2 - (2b2.1)-le-2bo.,r det A, 

l(r) == det Y(r) = 1 - al(2bltle-2b,r 

- a2(2b2fle-2bor + (4b lb2)-le-2(b,+b o)r det A. 

As mentioned in Sec. 4, A must be chosen so that 
det A ~ 0, and A, B so that det Y(r) ~ 0 for all 
r ~ O. 

The generalized Jost function, as obtained with 
the aid of (4.5), (4.24), and (4.25), is then 

F(-K) 

= [(k1 + ia1)(kl + ib1r
1 

i{3(kl + ibl)-l 

i{3(k2 + ib2)-1 ) 

(k2 + i(2)(k2 + ib2fl ' 
(5.1) 

where a1, a2, (3 are related to the elements of A 
and B by 

al.2 = bl,2 + hl,2(O)r l(O), (3 = aarl(O). 

From (3.3) and (5.1) we obtain the Fredholm de-

12 This freedom of choice of those a/s corresponding to 
bound states gives rise to a family of potential matrices all of 
which have the same S matrix and discrete energy levels, a 
result which is well-known in the single-channel case. l 

terminant: 

f(k k) = (kl + ial)(k2 + i(2) + {32. (5.2) 
1, 2 (k l + ibl)(k2 + ib2) 

It is evident from (5.2) that finding the zeros of 
f(k 1, k2) in even this "simple" example is already 
equivalent to solving a fourth-degree algebraic equa­
tion in kl or k2 • We do not do this here, but instead 
we merely state that it can be shown indirectly 
that f(k l , k2 ) as given by (5.2) can have no zeros in 
1m kl' k2 > 0.11 Consequently, there can be no 8-

wave bound states. 
Equations (5.2), (3.1), and (3.2) then give the 

8 matrix: 

8 _ (k l - ial)(k2 + i(2) - (32](k l + ib l ) 

11 - [(kl + ia l )(k2 + i(2) + ~](kl - ibl) , 

8 - [(kl + i(1)(k2 - ia2) - (f](k2 + ib2) (5.3) 
22 - [(k l + i(1)(k2 + i(2) + (32](k2 - ib2) , 

8 8 
(k1k;1)t{3(k2 + ib2) 

12 = 21 = [(kl + ia1)(k2 + i(2) + (32](kl - ibl) 

It is apparent from (5.3) that the two channels 
become uncoupled if aa (and hence (3) -+ 0: 

8 _ (kl - ia1)(kl + ib1) 

11 - (kl + ial)(kl - ibl) , 

8 _ (k2 - i(2)(k2 + ib2) 
22 - (k2 + i(2)(k2 - ib2) , 

812 = 821 = O. 

(5.4) 

8 11 in (5.4) is in itself a well-known 8 matrix for 
the one-channel case; it is the "effective range" 8 
matrix when there are no 8-wave bound states. 1 

That is, if 811 == eW
, then 

kl cot 8 = [albl/(bl - al)] + k~(bl - alrl, 

aI, b1 > O. 

The real symmetric potential matrix which pro­
duces the 8 matrix (5.3) is, according to (4.5)-(4.7), 

d [-1 [ h1(r)e- 2b ,r aae-(b'+bo)rlJ VCr) = -2 - l (r) . 
dr -(b,+bo)r h ( ) -2bor aae 2 r e 

The physical wavefunction is easily obtained in 
the manner described in Sec. 4. 
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The Fredholm alternative for the Schrodinger (Lippmann-Schwinger) equation is established 
for potentials with finite first moment, using the Ascoli selection theorem and Banach space methods. 

1. INTRODUCTION 

T HE purpose of this paper is to supply a simple 
proof of the known result that the Fredholm 

alternative applies to the Lippmann-Schwinger 
equation for potentials with finite first moment, 
and thereby follows the existence of solutions of 
the Lippmann-Schwinger equation and the existence 
of the resolvent operator for real, positive nonzero 
energies. 

Existence theorems are crucial in the proof of 
dispersion relations. Khuri1 established the existence 
theorem by the use of classical Fredholm theory, 
while Hunziker2 has established the same results by 
the use of Banach space methods. Here we follow 
the abstract methods used by Hunziker. 

The actual application of these methods to the 
proof of dispersion relations is slightly complicated 
owing to the necessity of introducing not one, but 
an infinite set of Banach spaces. Thus in this respect 
it might appear simpler to follow Weinberg's recent 
suggestion3 to use Hilbert space methods for the 
proof of dispersion relations, in which only one 
Hilbert space is required. It should perhaps be noted, 
however, that Hilbert space methods, while suitable 
for complex energies, fail in the interesting physical 
limit of real, positive energies, and there is some 
problem to prove that the physical scattering ampli­
tude exists as the boundary value of the scattering 
amplitude defined for complex energies.4 

One of the main charms of the more conservative 

* Supported in part by the U. S. Atomic Energy Com­
mission. 

1 N. Khuri, Phys. Rev. 107, 1148 (1957); S. Gasiorowicz 
and H. P. Noyes, Nuovo Cimento 10, 78 (1958); T. Regge, 
Nuovo Cimento 8, 671 (1958); A. Klein and C. Zemach, 
Ann. Phys. (N. Y.) 7, 440 (1959). 

2 W. Hunziker, Helv. Phys. Acta. 34, 593 (1961). 
3 S. Weinberg, Phys. Rev. 131,440 (1963); A. Grossmann 

and T. T. Wu, J. Math. Phys. 2, 710 (1961). 
4 The Yukawa potential and the square-well potentials 

obviously have finite first moments; they also satisfy the 
square-integrability condition imposed by S. Weinberg 
(Ref. 3), and it can even be shown that they satisfy the more 
complicated condition f d3 x f d3 y W(x)1 W(y)llx - yl-2 < co, 
which is required in the Hilbert space theory of A. Grossmann 
and T. T. Wu (Ref. 3). There is no reason to prefer the 
requirement of a finite first moment over other conditions 
except on the basis of simplicity. 

Banach space method used in the present paper, 
on the other hand, is that it continues to be appli­
cable even in the physical case of real and positive 
energies, and allows the use of non-square-integrable 
wavefunctions, such as plane waves, which are 
singular from the point of view of the Hilbert space 
theory. 

The existence theory presented below is based 
on the Banach-Schauder theory, using the Ascoli­
Arzela selection theorem to establish the compact­
ness of the kernel GV of the Lippmann-Schwinger 
equation. We should point out however that ulti­
mately one encounters the same inequalities to be 
proved, whether one uses the classical Fredholm 
theory or the abstract Banach space approach. Our 
Lemma 3 below, for example, is equally useful in 
the more classical proofs as in the abstract proof. 
The classical methods have a great advantage from 
a calculational point of view; the abstract approach, 
however, does have a definite value in concentrating 
on certain questions of limits, and especially the 
distinction between pointwise and uniform limits. 

The main technical concern of the present paper 
is the proof of the compactness of the kernel GV 
of the Lippmann-Schwinger equation. This was 
greatly simplified by the discovery of a simple proof 
of the inequality in Lemma 3, which is the direct 
analog of Appendix III of the classic paper by J ost 
and Pals.5 In their method of proof, elliptic func­
tions had to be used. We find that this is unnecessary 
and that an elegant proof can be given with ele­
mentary methods. 

2. MATHEMATICAL PRELIMINARIES 

The Banach-Schauder theory establishes the 
Fredholm alternative for all compact operators in 
an arbitrary Banach space. In the Banach space of 
bounded and continuous functions, defined through­
out three-dimensional Euclidean space, and provided 
with the uniform norm, which we consider in the 
present paper, there is a simple criterion for com-

6 R. Jost and A. PalS, Phys. Rev. 82, 840 (1951). 
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pactness, namely, the Ascoli-Arzela selection the­
orem. These facts are our main tools.6 

Let us recall some elementary definitions and 
facts. A set is called compact if every open covering 
of the set contains a finite sub covering. A set is 
called sequentially compact if every infinite se­
quence contained in the set contains a convergent 
subsequence. In a Banach space, and more generally 
in any metric space, a sequentially compact set is 
also compact, and conversely. 7 

Let the norm of a vector '" in our Banach space 
be denoted 11"'11. An operator A (linear transforma­
tion) is bounded if the operator norm, 

l1itU 
II A II = s'r II '" II (1) 

exists and is finite. A bounded operator is called 
compact (or completely continuous) if it maps a 
set of vectors whose norms are uniformly bounded 
into a compact set of vectors. The unit operator in 
an infinite-dimensional Banach space is not com­
pact. In a Hilbert space, a compact operator can 
be approximated arbitrarily closely in norm by a 
finite-rank operator, a fact which has been exploited 
by Weinberg and is the basis for his quasiparticle 
method.3 In our case we deal with a nonseparable 
Banach space, and there is apparently no corre­
sponding result available.s 

3. CONDITIONS ON THE POTENTIAL AND ON THE 
WA VEFUNCTIONS 

It is interesting to remark that the boundary con­
ditions imposed on the wavefunctions in quantum 
mechanics playas an important a role as the 
Schr6dinger equation itself. Indeed, the boundary 
conditions play the role in wave mechanics which 
is the analog of the Bohr-8ommerfeld quantization 
rules of the old quantum theory. 

The SchrOdinger equation in its differential form 
introduces the unnecessary complications of ques­
tions of differentiability, which we here avoid in the 
usual way by considering the Lippmann-Schwinger 
integral equation form of the SchrOdinger equation. 
We consider the existence theory of the Lippmann­
Schwinger equation (h = 2m = 1), 

8 A simple and useful account of this theory, quite adequate 
for the present paper, has been given in B. Epstein, Partial 
Differential Equations (McGraw-Hill Book Company, Inc., 
New York, 1962), Chap. 4. 

7 In Ref. 6, the concept of sequential compactness is 
used exclusively. The equivalence of this concept with 
ordinary compactness in the case of a metric space is proved 
for examr.le in A. E. Taylor, Introduction to Functional 
Analysis (Chapman and Hall, Ltd., London, 1958), pp. 70-71. 

81. Maddaus, Bull. Am. Math. Soc. 44, 279 (1938); 
R. S. Phillips, Trans. Am. Math. Soc. 48, 516 (1940). 

for the case of real k and subject to the physical 
constraint k = Ikl. For the results of the present 
paper, the generalizations to complex k, k, in fact 
present a fairly minor problem.2 The potential V(y) 
will be taken to be spherically symmetric, but may 
be discontinuous. We demand always that y lV(y) I 
be Lebesgue-integrable on [0, co) and that 

f' y dy I V(y) I < co. (3) 

Any potential which satisfies these conditions will, 
for the sake of brevity, be called a normal potential. 
It is known9 that a normal potential cannot support 
an infinite number of bound states. The Coulomb 
potential is excluded. 

We discuss the existence of bounded and con­
tinuous solutions (x I kin). We introduce the Banach 
space C of all bounded and continuous functions 
"'(x) with the uniform norm 

""',, = sup 1",(x)l. (4) 
x 

The completeness axiom in this Banach space is 
simply the theorem that the uniform limit of a 
sequence of bounded continuous functions is again 
a continuous function. 

We may write (2) in an obvious symbolic nota­
tion1o as 

'" = "'0 + GV",. (5) 

It is immediately clear that a plane wave is an 
admissible choice for "'0 since a plane wave is a 
bounded and continuous function, with unit norm. ll 

The main theorem to be proved below is the 

9 V. Bargmann, Proc. Nat!. Acad. Sci. U. S. 38, 961 
(1952); J. Schwinger, Proc. Nat!. Acad. Sci. U. S. 47, 122 
(1961 ). 

10 We may note that V itself need not even be an operator 
in our Banach space because V(y) may be a discontinuous 
function of y, but nevertheless GV is always an operator. 
The Green's function serves to smooth out any disconti­
nuities the potential may have in a rather remarkable fashion. 

11 The behavior of the potential as r --> co plays an essen­
tial role in dispersion theory. Roughly, the situation is as 
follows: if the potential decreases as e-.' for large r, then the 
scattering amplitude has a pole when the momentum transfer 
(k - k)2 is equal to _p.2, and the partial-wave amplitUdes 
have a left-hand cut with branch point at energy k2 equal 
to l( _p.2). If one cuts off the potential after some finite 
range R, then although the physical scattering is not altered 
appreciably, the analytic properties change drastically. The 
left-hand cut in the partial-wave amplitudes then disappears 
and is replaced by an essential singularity at infinite energy. 
Presumably a similar phenomenon will take place if one tries 
to carry through the box normalization technique used in 
earlier versions of scattering theory. Cf. for example, A. O. 
Barut and K. H. RUei, J. Math. Phys. 2, 181 (1961). 
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known theorem12 that the operator GV is a compact 
operator on the Banach space C. Our purpose of 
proving this result here again is the hope that the 
simplifications introduced here will lead these 
methods to find greater application in quantum 
mechanics. 

Lemma 1. For a normal potential V(y), the opera­
tor GV is a bounded operator. 

Proof: Let 1/; be any function in C. Then 

1 J 1 IGV1/;(x) I ~ 411" d
3
y Ix _ yl!V(y)III1/;II. (6) 

Imagine expanding Ix - yr1 in a Legendre series 
in Pz(i·Y). Then it is clear that an angular inte­
gration yields 

J 1 . {I I} 411" dOD I I = 411" mill -, - <-. x-y xy-y 
(7) 

Then (6) becomes 

IIGV1/;11 ~ 111/;11 [' y dy !V(y)l. (8) 

Thus GV is a bounded operator with operator norm, 
defined by (1), given by 

IIGVII ~ E" y dy IV(y)l· (9) 

Q.E.D. 

Some remarks are in order. In order to prove 
that GV is an operator at all, we need to establish 
that (GV1/;) (x) is a continuous function as well as 
being bounded. Later on we, in fact, prove con­
tinuity, as well as the even stronger statement of 
equicontinuity. As a matter of fact, one can even 
show that GV maps bounded functions into con­
tinuous functions. To avoid repetition, but at some 
sacrifice to the logic, we therefore defer the question 
of continuity until later. We may also note at this 
point that (9) gives a sufficient criterion for the 
convergence of the (Born) perturbation series, 
1 + GV + (GV)2 + .... The Born series converges 
if the potential V(y) satisfies 

[' y dy !V(y) I < 1. (10) 

The condition (10) is not a necessary condition for 
the convergence of the Born series; in fact it is a 
familiar fact that the Born series converges at high 
energies even when (10) is violated.13 We may also 

12 A. Y. Povzner, Mat. Sbornik 32, 109 (1953)i T. Ikebe, 
Arch. Ratl. Mech. Anal. 5, 1 (1960)i F. M. Odeh, J. Math. 
Phys. 2, 794 (1961). 

13 A. Klein and C. Zemach, Nuovo Cimento 10, 1078 
(1958). 

note that (10) can only be true if there are no bound 
states present.9 

4. PROOF OF COMPACTNESS OF THE KERNEL GV 

The proof of compactness is given after a few 
simple lemmas are established. In Lemma 2 we 
approximate a given normal potential V by suitably 
chosen cut-off potentials V 3• For a cut-off potential 
V 3, the compactness of GV6 is proved readily. The 
compactness of GV for all normal potentials then 
follows by a standard theorem14 which asserts that 
the limit (in norm) of a sequence of compact opera­
tors is again compact.16 

Lemma 2. For any normal potential Vex), and 
any 0 > 0, there exist positive numbers M, R < 00 

such that the cut-off potential, defined by 

V.(x) = {vex) if I V(x) I < M and x < R, (11) 

o otherwise, 
satisfies 

IIGV - GV6 11 < 0 (12) 
for all k. 

Proof: This follows immediately from the re­
quirement that y W(y) I be Lebesgue-integrable, to­
gether with the methods used in Lemma 1. 

Q.E.D. 

In applying the Ascoli-Arzela selection theorem as 
a criterion for compactness in our Banach space C, 
we must of course use it in a form suitable for func­
tions defined in the (unbounded) three-dimensional 
Euclidean space. Sufficient for our purposes is the 
following statement of this theorem (for proof cf. 
Ref. 6). 

Selection Theorem. If K C C is a set of bounded 
and continuous functions, such that: 

(1) there exists a uniform bound M such that, 
for all 1/; E K, 

111/;II<Mj (13) 

(2) the functions 1/; E K are equicontinuous 
(defined below); 

(3) there exists a uniform bound M /, and a 
radius R such that 

I 1/;(x) I < M/lxl (14) 

for alllxl > R and all 1/; E K; 

then the set K is compact, that is, from every se-

14 The proof is a simple application of the famous diagonal 
sequence method; cf. Ref. 6. 

16 We use in the present paper always the norm topology 
for operator limits. 
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quence in K one can select a uniformly convergent 
subsequence. 

The equicontinuity condition is defined as follows: 
The functions 1/; E K are equicontinuous if given 
any E > 0, :3 0 > 0, with 0 independent of both 
x,1/;, such that for all 1/; E K and all x, we have 

11/;(x) - 1/;(x') I < E (15) 

whenever lx' - xl < o. The condition (13) will 
follow from Lemma 1. Condition (14) is easily 
proved in our case by the use of Lemma 2.16 

It remains therefore to prove the equicontinuity 
condition in the case of a cutoff potential. For the 
proof of equicontinuity we employ the following 
lemma for which a new and simple proof is given. 

Lemma 3. Let ~ denote the sphere Iyl < Rand 
let x, x' be arbitrary vectors. Then 

i d3

y Ilx ~ yl - lx' ~ YI/ ~ 47rR Ix - x'l· (16) 

Proof: From the identity 

1 1 
Ix - yl - lx' - yl 

11 d 1 
= 0 d~ d~ Ix~ + x' (1 - ~) - yl 

(17) 

it follows, by carrying out the derivative, that 

/IX ~ yl - lx' ~ YI/ 

1
1 1 

~ Ix - x'i 0 d~ Ixt + x'(1 _ t) _ y12' (18) 

Let us now denote 

r = Ixt + x'(l - ~) - yl, (19) 

and define an auxiliary function 

fer) = min {~, ~2} ~ ~2' (20) 

Then 

i day ~ ~ (~)R + i day /~ - f(r)l· (21) 

Now let ~' be the sphere r < R (cf. Fig. 1). Then 
r- 2 

- f vanishes outside 2;'. The integral on the 
right of (21) may be extended from ~ (\ 2;' to all 

16 The author has also considered the use of similar methods 
to discuss the partial-wave SchrOdinger (Fredholm) equation 
obtained by expanding (2) in a Legendre series in P,(fC·i). 
Here one encounters a difficulty in the case of real energies 
in that there is no analog to Eq. (14). However, the proof 
still goes through in the case of complex k in the upper 
half-plane. 

FIG. 1. Auxiliary spheres used in the proof of the 
inequality, is from which equicontinuity follows. 

of ~' without affecting the inequality. But 

i, d
3
y I~ - f(r) I 

= 47r foR r2 dr(~ - ~2) = (h)R. 

From (21) and (22) it then follows that 

(22) 

1 dSY'; ~ (~)R + (h)R = 47rR. (23) 
l: r 

Q.E.D. 

Theorem. For any normal potential V(x) , the 
kernel GV of the Lippmann-Schwinger equation is 
a compact operator in the Banach space C of 
bounded and continuous functions. 

Proof: It is sufficient to consider the case of a 
cutoff potential. For a cutoff potential Va, it is 
easily proved by using (7), with x, y interchanged, 
that 

IGVa1/;(x) I < MRS 111/;11/3 Ixl (24) 

for alllxl > R, where M and R are defined by Eq. 
(11). In the proof of equicontinuity there is some 
algebra involved in removing the exponential factors 
in the Green's function. One uses the inequality 

I 
e;kI:"-YI e,klx'-YI I 
Ix - yl - lx' - yl 

< I 1 1 I + Ik I Ix - x'i () 
- Ix - yl - lx' - yl lx' _ YI' 25 

Then an application of (7) and Lemma 3 leads 
immediately to the result 

IGVa1/;(x) - GVa1/;(x')I 
::::; M 111/;11 R[l + !(Ikl R)] Ix - x'i. (26) 
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N ow let {~} be a set of vectors in C such that 
II~II < N, say. Then the set {GV41P} is a compact 
set by the selection theorem. The uniform bounded­
ness of the vectors GV,~ follows from the Lemma 1; 
the uniform boundedness as Ixl ---t co follows from 
(24), and the equicontinuity of the functions 
(GV,~)(x) follows from (26). Hence the operator 
GV, is compact. 

If Vex) is a normal potential then the operator 
GV is the limit (in norm) of a sequence of operators 
GV" by Lemma 2, each of which is compact. 
Hence GV itself is compact. 

Q.E.D. 

This theorem has also been given by Ikebe.12 

From the Banach-Schauder theorem now follows 
the Fredholm alternative, and also the existence 
of the resolvent operator [1 - GVrl for real, posi­
tive energies.17 

Fredholm Alternative: Either the Lippmann­
Schwinger equation (2) has, for each real k, a 
bounded and continuous solution (x I kin), or else 
the corresponding homogeneous equation ~ = GV ~ 
has a nontrivial bounded and continuous solution. 

In fact, the homogeneous equation ~ = GV 1P 
cannot have a solution for real k except for zero 
energy. This follows at once by expanding in partial 
waves and applying elementary facts about J ost 
functions. IS 

For complex k, k, of course there may exist solu­
tions (bound states) lying at negative energies. One 
can show that the solutions of the homogeneous 
equation for negative (nonzero) energy are more­
over square-integrable, because such solutions are 
exponentially damped as x ---t co .19 

17 Cf. Ref. 6. 
18 L. D. Faddeyev (translated by B. Seckler) J. Math. 

Phys. 4, 72 (1963); R. G. Newton, J. Math. Phys. 1, 319 
(1960). 

19 The spectrum has been discussed in Refs. 2, 9, and 12. 

APPENDIX. THE SOMMERFELD RADIATION 
CONDITION 

In this appendix we consider the behavior of the 
wavefunction (x I kin) for large Ixl. It will be neces­
sary here to assume that V(y) has finite moments 
up to fourth order (n = 1, 2, 3, 4), 

1'" y" dy I V(y) I < co. (27) 

Theorem. Let 1P E C and let V(y) have finite 
first four moments. Then 

lim x IGV~(x) - M(eikz/x) I = 0 (28) 

for real k, where M is the scattering amplitude, 
defined by 

M = ~7I'1 J d3ye- ik£'YV(y)1PCy). (29) 

Proof: The condition (27) assures the 'existence 
of the integral (29). From the exact identity 

Ix - yl - x + £.y 
= [y2 _ (x - Ix - yi)2]/2x, (30) 

it follows that 

Ilx - yl - x + £'yl ~ y2/2x, (31) 

and hence, using leiB 
- 11 ~ fJ, 

I 
eiklX-YI ikz,. I 
'::"'---,. _ ~ e-' kz ' Y 

Ix - yl x 

< 1L { 1 + m}. (32) 
- x Ix - yl 2x 

Consequently, 

!GV1P(X) _ M e:zl 

~ 1I~1I1'" y3 dy /V(y)1 {I + Ik~ Y}. (33) 

Q.E.D. 
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On Trapped Trajectories in Brownian Motion * 
JULIUS L. JACKSONt 

University of Leiden, Leiden, The Netherlands 
AND 

SAM R. CORIELLt 

National Bureau of Standards, Washington, D. C. 
(Received 17 January 1964) 

The Brownian motion of an ion in the attractive field of an infinite line charge is investigated with 
reference to the existence of trapped trajectories, i.e., trajectories which never depart from the neigh­
borhood of the center of attraction. It is shown that there is a discontinuity in the nature of the 
Brownian motion as a function of the line charge density, marked by the appearance of trapped 
trajectories when the line charge density becomes greater than a critical value. 

I. INTRODUCTION 

I N this paper we will discuss a specific example of 
a most interesting aspect of the Brownian motion 

of particles in attractive force fields-the existence 
of trapped trajectories. That is, in an attractive 
force field, depending on its nature, there is the 
possibility that certain trajectories of particles under­
going Brownian motion will approach the center 
of attraction and never depart from the immediate 
neighborhood of the center. This can only occur if 
the attractive potential is singular but, as is seen from 
the example we treat, an infinite attractive potential 
does not necessarily give rise to trapped trajectories. 

The particular case which we discuss is that of a 
particle undergoing Brownian motion in the field 
of an infinite line charge, i.e., the electrostatic po­
tential qr = (2u* / E) In p, where u* is the charge per 
unit length along the line and E is the dielectric 
constant of the medium. We define the reduced 
charge per unit length u = (eu* / EkT), where e is 
the absolute value of the electron charge, k is the 
Boltzmann constant and T is the absolute tempera­
ture. The reason for this choice of the potential is 
twofold. Firstly, this example is related to a par­
ticular model for the diffusion of labeled ions in 
polyelectrolyte solutions. Secondly, the Brownian 
motion in this case exhibits a most interesting "phase 
change," such that when u is less than unity there 
are no trapped trajectories but for u > 1, there is 
the possibility of trajectories never leaving the im­
mediate neighborhood of the line charge. 

In a note in another journal l we have called at-

* Supported in part by U. S. Atomic Energy Commission, 
Division of Research. 

t Fulbright Guest Research Grantee on leave of absence 
from the National Bureau of Standards. 

t National Research Council-National Bureau of Stand­
ards Postdoctoral Research Associate. 

1 J. L. Jackson and S. R. Coriell, J. Chern. Phys. 40, 1460 
(1964). 

tention to this "phase change" with the suggestion 
that it might be related to the notion of associated 
counterions in polyelectrolyte solutions. There we 
called attention to the existence of a singularity in 
the first transit time function of an ion at u = 1. 
The first transit time function discussed is the mean 
time for an ion initially within a cylinder of radius 
Po to impinge on the surface of the cylinder. We 
asserted without proof that the singularity was due 
to the onset of trapped trajectories. Here we give 
the proof and discuss some of the details of the 
Brownian motion for this example. 

The discussion presented is largely in terms of the 
function W(r, t) defined in a closed region V bounded 
by a surface S, such that its value is the probability 
that a Brownian particle which is at the point r 
at t = 0 has impinged upon the surface at least 
once within the time t. It can be shown that W(r, t) 
is a solution of the partial differential equation2 

D(\7 2W - V<P·VW) = (aw/at) , (1) 

where D is the diffusion constant of the medium 
and the reduced potential <per) is given by 

<per) = eqr(r)/kT. (2) 

From the definition of W(r, t), we see that the 
boundary condition is 

W(r, t) = 1 

and the initial condition is 

W(r,O) = 0 

(r on S) 

(r E V). 

(3) 

(4) 

• 2 L. P(~mtrjagin, A. Andronow, and A. Witt, Zh. Eksperim. 
1 Teor. FIZ. 3, 17.2 (1933). A description of this method may 
also be found III M. Leontowitch, Statistical M echanic8 
(State Press for Technical and Theoretical Literature 
Moscow, 1944), or in S. Lifson and J. L. Jackson, J. Chern: 
Phys. 36, 2410 (1962). Essentially, the same result has been 
obtained by a somewhat different method by G. Klein, 
Proc. Roy. Soc. (London) A211, 431 (1952). 

1075 
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From Eq. (1), one may obtain an equation for the 
mean first transit time function l(r) which is the 
mean time for a particle starting at r to touch the 
surface S for the first time. The result is 

D(\l2l - V<I>· Vl) = -1 

with l(r) = 0, ron S. 

n. PRELIMINARY REMARKS 

(5) 

If we now apply Eq. (5) to an infinite right 
cylinder of radius Po with a reduced potential <P = 
20" In p we obtain 

l(p) = (p~ - /)/4D(1 - 0"). (6) 

We note that for fT < 1, the result is sensible but 
as fT approaches unity l(p) approaches infinity every­
where in the cylinder and one obtains a meaningless 
negative result for fT > 1. Furthermore, one may 
show directly that this singular behavior at fT = 1 
is not an artifact resulting from improper manipu­
lations with a singular potential. To show this one 
need only apply Eq. (5) to the same region with a 
finite, cutoff potential, i.e., 

<I> = 2fT In p, a ~ p ~ Po, (7a) 

<I> = 2fT In a, 0 ~ p ~ a. (7b) 

In this case one obtains for the first transit time 

l,,(p) = [1/4D(1 - O")][p~ - / + 0"(/ - a2
) 

2(1-~)( 2~ 2"1] -a po-a" p ~ a, (Sa) 

l,,(p) = [1/4D(1 - O")][p~ - / - a2(1-~) 

p ~ a. (Sb) 

Clearly as a approaches zero this result approaches 
the result of Eq. (6) for 0" < 1 and becomes infinite 
for fT > 1. 

Seeing that this is a real effect, we would then 
like to understand it in terms of the details of the 
Brownian motion. Indeed in what follows we will 
show that the explanation of this divergence is that 
for fT > 1, permanently trapped trajectories are 
possible. In terms of the function W(r, t), this 
assertion states that the function 

W(r) == lim W(r, t) (9) , ..... 
will not be equal to unity everywhere within V 
for fT > 1 but will have values less than unity cor­
responding to the fact that there is then a nonzero 
probability of a Brownian trajectory never getting 
out of V. From Eq. (1) we see that the function 
W(r) must be a solution of 

(10) 

The solution of Eq. (10) for <I> = 2fT In p may be 
written 

(11) 

We see that there is no explicit criterion for choosing 
the constant C and further, no way of telling from 
the form of the solution that C should be different 
from zero only when fT ~ 1. All that can be said 
unambiguously from Eq. (11) is the rather obvious 
conclusion that for fT < 0, one must choose C = 0 
as otherwise W(P) is not finite at p = o. ' 

It is therefore clear that, enlightenment must 
come from the time-dependent equation itself, Eq. 
(1). However, even using the time-dependent equa­
tion, if one attempts to solve it for the singular po­
tential, 2fT In p, one encounters the same ambiguity 
as occurred in the discussion of Eq. (11). One does 
not know how to choose the time-independent part 
of the solution, which is equivalent to writing W(p). 

The procedure which we follow to clarify the 
situation is to solve the time-dependent equation 
for W(r, t), Eq. (1), for the cutoff potential, Eqs. 
(7a) and (7b), and to investigate the long-time be­
havior of W(r, t) in the limit as the cutoff radius a 
approaches zero. For a finite potential the time­
independent part must always be unity and the 
solution may always be written as 

'" 
W(p, t) = 1 + L: CjWj(p)e-Xj

' , (12) 
;-1 

where the Wj(p) are the eigenfunctions of the dif­
ferential equation which is obtained, the Ai the cor­
responding (positive) eigenvalue, and the Cf are 
coefficients determined by the initial conditions. 

In the following section we will show that for 
0" < 1 all the Aj remain finite as a -+ 0, while for 
fT > 1 the lowest eigenvalue Al approaches zero as 
a -+ O. Thus for fT < 1 we have W(p) = 1 whereas 
for 0" > 1 we have W(p) approaching 1 + C] WI' 

m. CALCULATIONS 

The differential equation satisfied by the Wj(p) 
of Eq. (12) is 

d2U:i + ! dWj + Ai W. = 0 dp p dp D' 0 ::::; p ::::; £x, (13a) 

d
2
W; + 1 - 2fT dW i + A; W 
d/ p dp D j = 0, 

a ::::; p 5 Po, (13b) 

with the conditions that Wi(Po) = 0 and Wj(O) 
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is finite. To satisfy the differential equation in the 
neighborhood of the point p = a it is necessary for 
W j and its first derivative to be continuous (other­
wise a o-function-type singularity would be intro­
duced in the differential equation at P = a). Calling 
J.l.j = (A.dD)! one may write for the solution of the 
above equations 

W j = JO(J.l.iP) , 

Wi = a:itp~ J~(JJ.iP) + a~ill J -~(JJ.iP). 

(14a) 

(14b) 

The coefficients a:j) and a~j) and the eigenvalues J.l.j 

are determined from the conditions 

JO(JJ.ia) = a:ila~J~(JJ.;a) + a~ila~J_~(JJ.;a), (15) 

J(iJ.l.;a) = O"au-}[a:ilJ~(J.l.ja) + a~j)J_~(JJ.;a)] 
+ a~[a:il J~(J.l.ja) + a~j) J _~(JJ.;a)], (16) 

and 
(j) (j) al J~(JJ.;po) + a2 J-.(JJ.;po) = O. (17) 

Weare interested in the behavior of the solution as 
a approaches zero. We therefore expand the Bessel 
functions in Eqs. (15) and (16) and keep the leading 
terms in a in each case. The resulting equations are 

1 = a!ilJ.l.;a2~/[2~(0")!] + a~j)2~J.I.~~/[(-0")!], (18a) 

-1 = a!j) 4J.1.;-2a2(U-}) /[2~(0" - I)!] 

- a~il2~J.I.~·/[(-0" + I)!]. (18b) 

The leading terms in the solution are then 

(j) = 2.-2 ~-~ '/(1 _ ) 2(.-1) a l J.I., 0" • 0" a , 

(j) ( )' '/2· a2 = -0". J.I.; • 

(19a) 

(19b) 

For 0" < 1, the coefficient a:j) approaches zero as 
a approaches zero. The solution in the region 
(a ~ p ~ Po) then approaches J -.(J.I.;p). All of the 
eigenvalues, the solutions of 

(20) 

are then finite as a approaches zero and W(p, t) 
approaches unity uniformly for t going to infinity. 

On the other hand when 0" > 1, the coefficient a:j) 
approaches infinity and the eigenfunctions in the 
region (a ~ p ~ Po) are dominated by J'(J.l.jp). 
In this case, the lowest eigenvalue approaches zero 
as a approaches zero. Assuming that this is so and 
using Eqs. (19a) and (19b) in Eq. (17), upon ex­
panding the Bessel functions, one obtains for the 
single lowest eigenvalue 

Al = 4D(0" - 1)a2
(.-I) / p~.. (21) 

Thus in the limit as a ~ 0, the time constant associ-

ated with the eigenfunction W1(p) approaches zero 
and the limiting form of W(p), the probability that 
a particle initially at p will ultimately touch the 
surface p = Po is 

Inserting the results of Eqs. (19a), (19b), and (21) 
into Eqs. (14a) and (14b) one obtains for the limiting 
form of the first eigenfunction 

WI = 1, 0 ~ p ~ a, 

WI = 1 - (p/PO)2', a ~ p ~ Po. 

(23a) 

(23b) 

These expressions for WI are sufficient for our pur­
poses although from their form, the continuity of 
the function and its first derivative are not apparent. 
The reason for this is that we have dropped terms 
of order (a/ PO)2. compared to terms of order unity. 
To verify the continuity of the solution and its 
derivative, one need only take the second term in the 
expansion of JO(J.l.I p) and include the next term in 
a~1), viz. 

a~ll = [(-0")!/21J.1.~[1 - iJ.l.~a2]. (24) 

To find the limiting form of W1(p) which is the 
"escape probability" for the logarithmic potential 
when 0" > 1 we must compute C1• To do this we 
make use of the orthogonality condition of the Wi: 

La W;Wkpdp + a2• fO W;Wk/-
2U dp = K; O;k (25) 

which can be shown from Eqs. (13a) and (13b). 
We then have 

(26) 

The leading term in the limit as a ~ 0 is then 

C1 = -1. 

The escape probability is then 

W(p) = (p/ PO)2 •. 

(27) 

(28) 

It should be noted in conclusion that this result 
could well have been expected in that when there 
are trapped trajectories possible one would expect 
that the escape probability would approach zero as p 

goes to zero. 
The Brownian motion of ions in an attractive 

logarithmic field is thus formally similar to a multi­
plicative stochastic process, e.g., a chain reaction. 
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In a chain reaction above the critical value, the 
relevant statistical question is what is the proba­
bility of a given chain extinguishing (the average 
chain length diverges), and below the critical value 
one may ask for the average chain length. So in 

JOURNAL OF MATHEMATICAL PHYSICS 

the present problem, above the critical value of 0', 

the average time of first transit diverges and one 
may find the probability of an ion escaping, while 
below the critical value one may compute the 
average first-transit time. 
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The Representation of Canonical Variables as the Limit of 
Infinite Space Volume: The Case of the BCS Model* 

HIROSHI EZA W A t 
Department of Physics and Astronomy, University of Maryland, College Park, Maryland 

(Received 11 February 1964) 

We examine the possibility of obtaining the representation suitable for a given Hamiltonian 
through a limiting procedure. The model employed is that of the Bardeen-Cooper-8chrieffer's 
superconductivity theory, for which the infinite-volume limit of the Wightman functions gives the 
right representation. This method is found to be helpful in analyzing the so-called symmetry breaking 
solutions. In particular, it serves for throwing some light to the Haag's work on the gauge property 
of the BCS model as well as to the Nambu's dynamical model of elementary particles. What is meant 
by the limit of infinite volume is studied with regard to the convergence of the Hamiltonian operator. 

1. INTRODUCTION 

ONE of the most interesting features of the 
quantum theory of fields is that the canonical 

commutation (anticommutation) relations allow 
many representations inequivalent to each other 
and, moreover, that the Hamiltonian often restricts 
the representation to be employed.1

-
3 To find the 

representation suitable for a given Hamiltonian is 
thus of a primary importance and yet very difficult 
ill general. An interesting suggestion seems to have 
been put forward by the recent works of Araki and 
Woods for the infinite free Bose gas· and of Araki 
and Wyss for the Fermi gas5

; they have presented 
a natural method to construct the non-Fock repre­
sentations. 

The Fock representation6 (the name of Jordan-

* This work was supported in part by the National Science 
Foundation and the U. S. Air Force Office of Scientific 
Research. 

t On leave of absence from the Department of Physics, 
University of Tokyo, Tokyo, Japan. 

1 L. Van Hove, Physica 18, 145 (1952); O. Miyatake, 
J. Inst. Poly tech., Osaka City Univ. 2A, 89 (1952), 3A, 145 
(1952); see also H. Ezawa, Progr. Theoret. Phys. (Kyoto) 
30, 545 (1963), Y. Kato and N. Mugibayashi, ibid. 30, 409 
(1963). 

2 F. Coester and R. Haag, Phys. Rev. 117, 1137 (1960). 
3 H. Araki, J. Math Phys. 1,492 (1960). 
4 H. Araki and E. J. Woods, J. Math. Phys. 4, 637 (1963). 
& H. Araki and W. Wyss (preprint). 
I V. Fock, Z. Phys. 75, 622 (1932); J. M. Cook, Trans. 

Am. Math. Soc. 74, 222 (1953). 

Wigner representation7 might be more appropriate 
to the fermion case, but we prefer the unified name 
for the unified concept) is the traditional one in 
quantum field theory and the basis vectors here 
are characterized by a finite number of states oc­
cupied by the particles. According to the Garding­
Wightman classificationS there are continuously 
many non-Fock representations inequivalent to each 
other and, of course, to Fock's, whose basis vectors 
are featured by the infinitely many background 
states occupied by the particles. But, not much has 
been known about these representations. 

The idea of Araki and others is that, in the case 
of infinite volume, a gas with given density contains 
infinitely many particles and would naturally lead 
to the non-Fock representations. Their tools in this 
investigation are the Wightman functions which 
are known to characterize the representation.9 

Taking as a vacuum the state with a given distri­
bution of particles in momentum space, they cal­
culated the Wightman functions first in the case of 
the finite volume V, where, the total number of 
particles being finite for a given density p, the Fock 
representation works. Then, they took the limit 

7 P. Jordan and E. P. Wigner, Z. Phys. 47, 631 (1928). 
8 L. Garding and A. S. Wightman, Proc. Natl. Acad. 

Sci. U. S. 40, 617, 622 (1954); A. S. Wightman and S. S. 
Schweber, Phys. Rev. 98, 812 (1955). 

9 A. S. Wightman, Phys. Rev. 101, 860 (1956). 
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In a chain reaction above the critical value, the 
relevant statistical question is what is the proba­
bility of a given chain extinguishing (the average 
chain length diverges), and below the critical value 
one may ask for the average chain length. So in 

JOURNAL OF MATHEMATICAL PHYSICS 

the present problem, above the critical value of 0', 

the average time of first transit diverges and one 
may find the probability of an ion escaping, while 
below the critical value one may compute the 
average first-transit time. 
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We examine the possibility of obtaining the representation suitable for a given Hamiltonian 
through a limiting procedure. The model employed is that of the Bardeen-Cooper-8chrieffer's 
superconductivity theory, for which the infinite-volume limit of the Wightman functions gives the 
right representation. This method is found to be helpful in analyzing the so-called symmetry breaking 
solutions. In particular, it serves for throwing some light to the Haag's work on the gauge property 
of the BCS model as well as to the Nambu's dynamical model of elementary particles. What is meant 
by the limit of infinite volume is studied with regard to the convergence of the Hamiltonian operator. 

1. INTRODUCTION 

ONE of the most interesting features of the 
quantum theory of fields is that the canonical 

commutation (anticommutation) relations allow 
many representations inequivalent to each other 
and, moreover, that the Hamiltonian often restricts 
the representation to be employed.1

-
3 To find the 

representation suitable for a given Hamiltonian is 
thus of a primary importance and yet very difficult 
ill general. An interesting suggestion seems to have 
been put forward by the recent works of Araki and 
Woods for the infinite free Bose gas· and of Araki 
and Wyss for the Fermi gas5

; they have presented 
a natural method to construct the non-Fock repre­
sentations. 

The Fock representation6 (the name of Jordan-

* This work was supported in part by the National Science 
Foundation and the U. S. Air Force Office of Scientific 
Research. 

t On leave of absence from the Department of Physics, 
University of Tokyo, Tokyo, Japan. 

1 L. Van Hove, Physica 18, 145 (1952); O. Miyatake, 
J. Inst. Poly tech., Osaka City Univ. 2A, 89 (1952), 3A, 145 
(1952); see also H. Ezawa, Progr. Theoret. Phys. (Kyoto) 
30, 545 (1963), Y. Kato and N. Mugibayashi, ibid. 30, 409 
(1963). 

2 F. Coester and R. Haag, Phys. Rev. 117, 1137 (1960). 
3 H. Araki, J. Math Phys. 1,492 (1960). 
4 H. Araki and E. J. Woods, J. Math. Phys. 4, 637 (1963). 
& H. Araki and W. Wyss (preprint). 
I V. Fock, Z. Phys. 75, 622 (1932); J. M. Cook, Trans. 

Am. Math. Soc. 74, 222 (1953). 

Wigner representation7 might be more appropriate 
to the fermion case, but we prefer the unified name 
for the unified concept) is the traditional one in 
quantum field theory and the basis vectors here 
are characterized by a finite number of states oc­
cupied by the particles. According to the Garding­
Wightman classificationS there are continuously 
many non-Fock representations inequivalent to each 
other and, of course, to Fock's, whose basis vectors 
are featured by the infinitely many background 
states occupied by the particles. But, not much has 
been known about these representations. 

The idea of Araki and others is that, in the case 
of infinite volume, a gas with given density contains 
infinitely many particles and would naturally lead 
to the non-Fock representations. Their tools in this 
investigation are the Wightman functions which 
are known to characterize the representation.9 

Taking as a vacuum the state with a given distri­
bution of particles in momentum space, they cal­
culated the Wightman functions first in the case of 
the finite volume V, where, the total number of 
particles being finite for a given density p, the Fock 
representation works. Then, they took the limit 

7 P. Jordan and E. P. Wigner, Z. Phys. 47, 631 (1928). 
8 L. Garding and A. S. Wightman, Proc. Natl. Acad. 

Sci. U. S. 40, 617, 622 (1954); A. S. Wightman and S. S. 
Schweber, Phys. Rev. 98, 812 (1955). 

9 A. S. Wightman, Phys. Rev. 101, 860 (1956). 
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v ~ co of the Wightman functions keeping p 

constant, finding in fact that the limit Wightman 
functions describe a series of inequivalent repre­
sentations, each one specified by the particle density 
p and the distribution function. In some cases, the 
representation thus arrived at was found to be 
reducible. 

This limiting procedure of constructing new repre­
sentations reminds us of the situation in the BCS 
theory of superconductivity,lO where, once the 
Hamiltonian is reduced to the so-called BCS Hamil­
tonian in the approximation to take only the Cooper­
pair interactionll into account, the Hamiltonian can 
be replaced by a quadratic form of the field opera­
tors so that it can be diagonalized by a simple 
principal-axis transformation. There are three inter­
esting points: (i) The principal-axis transformation 
is actually possible within the Fock representation 
so far as the volume12 V of the superconductor is 
finite, but the limit V ~ co of the transformation 
does not exist (see Sec. 4 of this paper). (ii) The 
quadratic substitution for the BCS Hamiltonian 
turns out to be exacea in the limit V ~ co. Since 
the Fock representation of the electron field does 
no longer work at V ~ co, we have to find some 
other representation, which, we may hope, will be 
obtained by the limiting procedure of Araki and 
others.4

•
5 To begin with we take a finite volume V 

and the Fock representation of electron field, within 
which the principal-axis transformation is possible 
to yield the physical vacuum. With this physical 
vacuum as a cyclic vector, we can calculate the 
Wightman functions for the finite V. Then, keeping 
the density of electrons constant, we take the limit 
V ~ co to see what representation will come out. 
We show in Sec. 5 that this method can successfully 
be applied, indeed. However, this is not so rewarding 
in BCS case because we can find the suitable repre­
sentation in a much simpler way. The interesting 
question here is whether this method can be so 
generalized as to apply to other cases. 

The reward comes from the third point of interest: 
(iii) In spite of the gauge invariance of the original 
BCS Hamiltonian, its quadratic substitute does not 
share the invariance, although the substitution can 
be justified exactly at V ~ co. A similar situation 
arises in Nambu's theory on the origin of the mass 

10 J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. 
Rev. 108, 1175 (1957); N. N. Bogoliubov, V. V. Tolmachev, 
and D. V. Shirkov, ANew Method in the Theory of Super­
conductivity (English translation, Consultants Bureau, Inc., 
New York, 1959). 

11 L. N. Cooper, Phys. Rev. 104, 1189 (1956). 
11 What we mean by "volume" becomes clear below. 
13 N. N. Bogoliubov, Physica, Suppl. 1 26, (1960). 

of elementary particles,14 in which he has shown 
that, despite the 1'5 invariance of his Hamiltonian, 
the physical Dirac particle can have nonzero mass. 
The analogy with the BCS theory is very close/5 .l6 

and the mass of Nambu theory corresponds to the 
energy gap in the BCS theory. In connection with 
the noninvariance property, Nambu15 has pointed 
out that the physical vacuum is highly degenerate 
and that the different vacuum states are trans­
mutable to each other by the 'Y5-gauge transfor­
mation, although his argument is merely a heuristic 
one. If so, by a linear combination of the gauge­
noninvariant vacua we may construct the invariant 
vacuum. It has been pointed out by Haag that the 
representations of field operators with the gauge­
invariant vacuum are reducible and that the quad­
ratic substitution for the original Hamiltonian 
is allowed only in the irreducible representations 
(Haag's Lemma17

). In addition, it is shown that the 
operator inducing the gauge transformation, or the 
number operator of electrons, does not exist due 
to the infinite volume filled up with electrons of a 
given density. Haag's argument is based upon an 
Ansatz about the form of Wightman functions which 
are intended to describe the gauge-invariant repre­
sentations. Since his method is so ingenious and the 
result so fascinating, we are driven to look for the 
underlying physical and mathematical picture. In 
addition, one may wonder if the Wightman func­
tions of Haag are in fact proper to the BCS Hamil­
tonian; this would entail the question as to what is 
meant by the infinite-volume limit of the Hamil­
tonian. Thus, it is interesting to see if the limiting 
procedure of Araki and others leads us to the 
Ansatz of Haag. As we see in Sec. 6, this is in fact 
the case. It should be mentioned here that the 
positivity condition, an essential condition for the 
system of Wightman functions, is automatically 
guaranteed in this approach. Also, the reducibility 
of the gauge-invariant representations is exhibited 
as quite a natural consequence. 

It is a different task to see if the Wightman func­
tions thus obtained by the limiting procedure V ~ co 

are actually proper to the limit Hamiltonian. We 
obtain the affirmative answer in Sec. 4 and so, 

14 Y. Nambu and G. Jona-Lasinio, Phys. Rev. 122, 345 
(1961); M. Baker and S. L. Glashow, Phys. Rev. 128, 2462 
(1962); see also Y. Nambu, Phys. Rev. 117,648 (1960). 

16 H. Umezawa, S. Kamefuchi, and Y. Takahashi, Ann. 
Phys. (to be published). 

16 M. Suzuki, Progr. Theoret. Phys. (Kyoto) 30, 138, 625 
(1963). 

17 R. Haag, Nuovo Cimento 25, 287 (1962). As to the 
generalization to relativistic case (especially to Nambu's), 
see Ref. 15. 
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taking the above result into account, we can con­
clude that the Wightman functions assumed by 
Haag are the only ones suitable for the BCS model. 
The argument as to the limit Hamiltonian goes as 
follows. First of all, we have to ask what is meant 
by the limit V ~ co of the Hamiltonian. An answer 
may be obtained by such an argument given by 
Araki for a Bose field3 that a system of Wightman 
functions determines the Hamiltonian proper to it­
self. In this paper, however, we want to ask the 
question in terms of the operator convergence. 

When we speak of the volume V in quantum field 
theory it is usual to confine the field within a box 
of volume V and to construct the creation and the 
annihilation operators associated with a system of 
testing functions orthonormal in V, taking their Fock 
representation. Then, in order to ask the volume 
change effects, it may seem quite natural to use the 
scale transformation18 which enables us to visu­
alize the effects of volume change, say from V 
to V', within one Hilbert space, e.g., the Fock 
space associated with V. But, the transformation is 
known to be nonexistent unless both V and V' are 
finite. This formalism is not adequate for asking 
the limit V' ~ co. 

Then, in Sec. 2 we make a formalism such that 
the operators belonging to the volume V are re­
garded as a subalgebra (the restriction to V) of 
the algebra of the field operators extending over 
the whole space; the representation of the former 
is thus embedded in the representation of the latter. 
This formalism is used in the following sections. 

In Sec. 3, we digress to sharpen the condition for 
Haag's Lemma.17 In Sec. 4 we investigate how the 
quadratic Hamiltonian, which is restricted to V, 
and its eigenvectors behave in the limit V ~ co. 
These sections constitute a preparatory step towards 
the investigation of the representation problems 
sketched above. 

2. RESTRICTIONS OF OPERATORS TO A FINITE 
VOLUME 

The first step in our program described in the 
introduction is to construct the field operators re­
stricted to a finite volume V together with their 
representation. We take up an example of the BCS 
theory of superconductivity. 10 

18 When a box -1 < Xk < I, k = 1, 2, 3, is expanded into 
-I' < Xk' < 1', the field ",(x) in the first box undergoes a 
transformation into ",'(x') = (V /V')l ",(x), (X'i = (1' Il) Xk, 
V = 8[3, 17' = 81'3) so that W(x'), ",'*(y')1 = a(x' - y') 
follows from {"'(x), ",*(y)\ = a(x - y). This is the scale 
transformation for fermion field. It does not make sense if 
V' ..... cx>. See H. Ezawa, Y. Tomozawa, and H. Umezawa, 
Nuovo Cimento 5, 810 (1957). 

The basic object is, of course, the algebra gener­
ated by the smeared-out electron fields (non­
relativistic) : 

l/t;(}) = J f*ex)l/t;ex) dx (i = 1,2), (2.1) 

where l/t,ex)'s are two different (different in spin 
direction: i = 1, spin up; i = 2, spin down) non­
relativistic electron fields extending to infinity, and 
the function f(x) is assumed to be square-integrable, 

IIfl12 = J If(x) 12 dx < co. e2.2) 

The function f(x) may have a tail extending to in­
finity, too, and the integral above is taken over the 
whole space. The set of such functions constitutes 
the Hilbert space L 2 ( co) and we can take a de­
numerable set of orthonormal functions {fn(X)} as a 
basis. Then we have 

{l/t;(fn), l/t;(fm)} = {l/t~(fn)' l/t~(fm) I = 0, 

{l/t,(fn), l/t~(f ... )} = 5;;5"m' 
(2.3) 

The underlying assumption in restricting f(x) to 
L 2 e co) is that every operator of physical interest 
is expressed in terms of the fields smeared-out 
by them. In fact, the interaction Hamiltonian, for 
example, can be expressed at least formally as 
follows: 

J l/t*ex)l/t*(y)Uex - y)l/tex)l/t(Y) dx dy 

:E Un ... '.m .... 'l/t*(fn)l/t*(fn')l/t(f ... )l/t(f ... ,), (2.4) 
.,n',m,m' 

where 

Un,nl,m,m' 

== J f'f,ex)f!·(y)Uex - y)f",ex)f ... ,(y) dx dy, (2.5) 

and we have omitted the spin indices. 
Now, we introduce the volume V to which the 

operators should be restricted. Let's take it to be a 
cube of edge 2l: 

V : -l < Xk < l, ek = 1,2, 3). (2.6) 

Correspondingly, the restriction of fex) is defined as 

j(x) = {fex) , 
0, 

x E V, 

otherwise, 
(2.7) 

and also the restriction of l/t;(f) as l/t,U). Although 
the restriction of the system Ifn(x)} is no longer 
orthonormal, we still have the closure property 
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E J!(X)J,,(Y) = 5(x - y), if x, y E V, (2.8) .. 
and the relation (2.4), for· example, remains true 
when the integration domains of both (2.4) and (2.5) 
are restricted to V. The restriction :fC(V) of Hamil­
tonian:fC is defined by integrating its density over V. 
The restriction :fC(V) can be expressed in terms of 
the restricted fields only. 

The above procedure does not imply that the phys­
ical system under consideration (superconductor) 
should be confined in V. In fact in the physical 
system there are interactions between inside and out­
side of V also. Weare just anticipating that the :fC(V) 
should be a good "approximation" to :fC if V is 
sufficiently large, the implication of which will be 
the main subject of this paper. 

In order to treat the field operators restricted to 
V, it is most suitable to take the system 

Jp(x) = {V-t exp [+ipx1, for x E V, (2.9) 

0, otherwise, 

as a basis of smearing functions, where p = 

(nl' n2, naKrr/l) with nk = 0, ±1, ±2, '" . Then 
the smeared-out fields 

(2.10) 

satisfy the anticommutation relations similar to 
(2.3). 

Now, we are in the position to speak of the 
representations of those fields introduced above. 
Suppose that an irreducible representation in some 
space ~ is given for the fields t{;.Ct) smeared out 
in the infinite volume, then we can have a repre­
sentation induced for the fields t{;.(~) restricted to 
the finite volume V since {~(x) I is a subset of 
{f(x) I ; or more explicitly through 

t{;.(~) = E (~, f,,)t{;.(f,,). (2.11) 
" 

However, the representation of t{;.(~) thus embedded 
in the representation of 1/I.(t) is no more irreducible 
because, for example, 1/I~(h) 1/I~(h') commutes with 
t{;.(~) if the support of hex) and h'(x) does not 
intersect with V. We must deal with such embedding 
in the following, in particular in Sec. 4. Because of 
the reducibility just mentioned, the transformation 
(2.11) cannot be unitary. 

To conclude this section, we have to add that, 
in any representation of the algebra of 1/I.(f)'s, we 
have 

3. A CONDITION FOR HAAG'S LEMMA 

Throughout this paper, we are concerned with 
the BOS model of superconductivity.1o.17 The re­
striction to V of the Hamiltonian is given by 

:fC(V) = :fCo(V) + :fCr(V), 

1 2 1 
:fCo(V) == E -2 V1/l~(X)'V1/li(X) dx, 

v i-I m 
(3.1) 

:fCr(V) == ~ Iv t{;~(x)1/I~(x + ~) 

X t{;2(Y + n)1/II(y)v(~, n) dx dy d~ dn. 

Since the interaction is limited to the Cooper 
pairll (the pair of electrons whose momenta and 
spins are just the reverse of each other), the phase 
volume is reduced and we have a factor I/V in front 
of the interaction Hamiltonian. This factor l/V 
plays an important role in the following arguments. 

Haag has pointed out17 that, in the limit V ~ ex> , 

the interaction Hamiltonian can be substituted for 
by a quadratic expression, 

:fCr(V) == i [A(~)1/I~(x)1/I~(x + ~) 

+ A*W1/I2(X + ~)1/II(X)] dx d~ (3.2) 
+ c number, 

as long as one is confined to an irreducible representa­
tion of 1/I.(f)'s (Haag's Lemma). The function A(~) 
is seen to be given by the vacuum expectation value 
of B(~) in (3.3) below, and it can be different de­
pending on which one of the degenerate vacuum 
states is used to form the expectation value; in other 
words, the function A(~) is representation-dependent. 
An integral equation can be obtained if we compute 
the vacuum expectation value of B(~) by making 
use of the transformation (4.2) in the next section.19 

Now, our aim is to give a condition on v(~, n) 
that guarantees Haag's Lemma mentioned above. 
Following Haag, we first calculate the commutation 
relation 

where 

AW == Iv f*(z)1/I~(z + ~) dz, (3.3) 

B(~) == J v(~, n)1/I2(Y + n)1/II(Y) dy dn, 

I It{;.(f) I I ~ Iltll (i = 1, 2), (2.12) 19 As to the solution of this integral equation, see M. 
Kitamura, Progr. Theoret. Phys. (Kyoto) 30, 435 (1963) 
and Ref. 10. due to the anticommutation relations. 
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to show that B(~) can actually be regarded as c 
number, and therefore that the commutator (3.3) 
is linear in field operator. In fact, in the commuta­
tion relation, 

[[3CI (V), 1/;1(f)], R] = ~ Iv A(~)[B(~), R] d~ 

+ ~ Jv [A(~), R]B(~) d~, 
with R = anyone of 1/;~(g) and 1/;i(g) (i = 1, 2), 
we can show that the first integral vanishes as 
V ~ 00 if v(~, n) is integrable, 

J Iv(~, n)1 d~ dn < 00, (3.4) 

and therefore that Bm can be regarded as c number 
within any irreducible representation. 

The proof is trivial for the cases R = 1/;i(g) since 
[B, R] = O. In the case of R = 1/;~(g), we have 
[B(~), 1/;~(g)] 

= Jv v(~, n)g(y + n)1/;I(y) dy dn == D(~), 

and then the desired result follows from 

II~ Iv A(~)[B(~), R] d~11 :::; ~ Iv IIA(~)Dmll d~ 
:::; ~ Ilfll Jv IIDml1 d~ (3.5) 

because, due to our assumption (3.4), 

Jv IID(~)II d~ 

:::; Iv d~ dn Iv(~, n)I·IIJv dyg(y + n)1/;I(y) I I 

:::; Ilgll Iv d~dn Iv(~, n)1 < 00. (3.6) 

Here, we have made repeated uses of the bounded­
ness of 1/;i(f), (2.12). The same proof applies for the 
case R = 1/;~(g). In the same way we can show 
that, under the condition (3.4) the commutation 
relation [3C1(V), 1/;2(f)] is linear in 1/;~, etc. 

In conclusion, a sufficient condition for Haag's 
Lemma mentioned above is given by Eq. (3.4). 

4. THE FOCK REPRESENTATION 

A 

In this section we analyze 

K'(V) = 3Co(V) + 3Cf(V) - ILN(V)1 
and its limit at V ~ 00, where , 

N(V) = ~ Iv 1/;~(X)1/;i(X) dx 

(4.1) 

and the chenical potential IL is introduced to fix 
the electron density. It is convenient hereafter to 
call K I (V) "Hamiltonian." 

For a while we use the Fock representation of 
aiP's in (2.10), within which K'(V) will actually be 
shown to be diagonalized. In fact, the Bogoliubov 
transformation 

'YIP = alp cos 9p + a:_p sin 9p, 

'Y2-P = -a~iI sin 9p + a2 - p cos 9p 

leads us to the diagonal K'(V), 

K'(V) = L E(P)C'Ytp'YIP + 'Y:P'Y2P)' 
P 

where the zero-point energy is removed and 

E(P) = [E2(P) + .6(p)2]tj E(P) = p2/2m - IL, 

.6 
cos 9p = [(E _ E/ + .62]1 , 

. E - E 

sm 9p = [(E _ E)2 + .62]i' 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

The Fourier transform .6(p) of am is assumed to 
be real so that the Bogoliubov transformation should 
take a simple form as given in (4.2) and, in par­
ticular, in (4.6) below.20 Now, the only question 
about the diagonalizability of K' (V) is whether 
the vacuum of 'YiP' IQ(V», actually belongs to the 
Fock space of aiP or not. In the following we shall 
show that the answer is affirmative as far as V < 00. 

Let us write the transformation (4.2) in the form 

'YiP = exp [- 9pTp]aip exp [9pTp] (i = 1,2), (4.6) 

with 

Taking the relation T! = -Tp into account, we 
can readily see 

exp [- 9pTp] = -Tpsin 9p + T!(1 - cos 9p) + I,} 

T! = (NIP - N 2_P)2 - Ij NiP = N~p = afpaiP' 
(4.7) 

thus confirming the equivalence between (4.2) and 
(4.6). 

The physical vacuum IQ(V» of (4.3) is obtained, 
at least formally, from the bare vacuum 10) of aiP's 
through the repeated application of the transforma­
tion (4.7): 

20 In case that Li(p) appears to be complex, we have only 
to adjust the phase of aip to recover its reality. The gauge 
transformation of this kmd exists within the Fock repre­
sentation. 
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P 

= (II [cos (Jp - atpa~_p sin (Jp]) 10). 

fields l/Ii(fn)'S in the infinite volume. The space 
~a( <Xl) of the latter is simply spanned by the bases 

(4.8) (see Sec. 2), 
p 

Here, however, the convergence of the infinite 
product over p should be examined. For this pur­
pose we restrict the product up to the momentum 
Ipi = P and pi to ask whether or not the Cauchy 
condition21 

- ( II exp [ - (JpTpJ) 10)11 --7 0 (4.9) 
Ipl <p' P ,p '_0) 

holds. According to Eq. (4.7), the left-hand side 
turns out to be 21exp [Ep5IPI<P' log cos (Jp] - I} 
showing that the necessary and sufficient condition 
for (4.9) is given by the convergence 

I E log cos (Jpl < <Xl (4.10) 
p 

This condition will be satisfied if, as is expected 
from its nature as Fourier transform, X(p) does not 
increase as Ipi ~ <Xl, because log cos (Jp is then ap­
proximated by -! I X(p)/e(p) 12 I'J o(I/lpI4). Assum­
ing this to be true, we are assured that the physi­
cal vacuum In(V» as well as the excited states 
Ilk 'Ytp• III 'YrPI In(V» exists in the Fock space 
of aiP's. The transformation IIp exp [- (JpTp] is 
unitary. 

B 

Now, we want to see what will happen in the 
limit V ~ <Xl. Two things are to be investigated, 
limv_oo In(V» and the limv_oo K'(V), preferably in 
the sense of strong convergence. Let us study the 
former first. A catastrophe is expected however, since 
the condition (4.10) is violated as V ~ <Xl: 

E log cos (Jp 
p 

"" (2~3 J log cos (Jp dp ~ - <Xl • (4.11) 

It must be recalled here that the representation 
space ~a(V) of aiP's, the fields restricted to V, 
changes as V increases in such a way that the limit 
V ~ <Xl cannot be described by any unitary trans­
formation. Within the representation of a;p's used 
above, we cannot ask the motion of In(V» induced 
by the volume increase V ~ <Xl.22 

Then let us consider the Fock representation of 
aiP's as embedded in the Fock representation of the 

21 Since the set of momenta p = (nl, n2, na) '/fll is count­
able, we can make the ordering of p's. 

22 See the latter half of the introduction. 

(4.12) 

of which the vacuum 10) is taken to be the same as 
above. In terms of these, the restricted fields, a,p 
for example is given by 

ai;) = ~l Jv e-
iPx ~ fn(x) dx L n(Y)l/Il(Y) dy, (4.13) 

where the last integral is nothing but the I/Il(fn)' 
In view of the closure property of {fn(x)}, we see 
that the right-hand side is actually equal to a,p 
if acting upon any state confined in V, y E V, 
thus confirming the definition above as extension.23 

And all the operators used above can be extended 
to the operators in ~a( <Xl) by replacing a,p's by 
such expressions as on the right-hand side of (4.13). 
The physical vacuum of the extention of K' (V) is 
given by (4.8) with the operator Tp also extended: 

(V) 

In(V» = II exp [- (J~V)T~V)] 10). (4.14) 
p 

The operator K' (V) is thus extended allover the 
Hilbert space ~a( <Xl) but is still restricted physi­
calll4 to V. The dependence on V is then empha­
sized by the superscripts in (4.14). The Cauchy 
condition similar to (4.9) leads us to the condition 
(4.10), as expected, thus guaranteeing the existence 
of In(V» in ~a(<Xl). 

Now we ask the existence of limv_oo In(V». The 
Cauchy condition, II In(V» - In(V'» II ~ 0 as V, 
V' ~ <Xl, does not hold since, as seen in (4.11), 
E~V) log cos (J~V) ~ - <Xl as V ~ <Xl. While this 
shows that In(V» does not converge strongly, we 
can also see that the weak limit of In(V» is zero. 
Now, if lim v_oo In(V» together with limv_oo K'(V) 
existed, the former could give the vacuum state 
of the latter. Since we have seen, however, that 
this is not the case, we now look for some repre­
sentations suitable for the case of the infinite volume. 
One should still keep it in mind that, as far as 
V < <Xl, the vacuum In(V» of 'Yip is unitarily con­
nected to the vacuum 10) of aiP's and therefore the 
Fock representation of 'YiP'S is unitarily equivalent 
to that of aiP's. 

c 
The candidate we think of immediately is the 

Fock representation of 'YiP'S defined in (4.2). Here-
13 It is zero if acting on the states located outside of V. 
24 This means that the K'(V) consists of such operators 

as ",(1) whose smearing function has the support only in V. 



                                                                                                                                    

1084 HIROSHI EZA W A 

after, Eq. (4.2) should be regarded as defining a,p's 
in terms of 'YIP'S. Suppose that we can handle the 
convergence question of K'(V) as V ~ co within 
the Fock representation of 'YIP'S, mF('Y), then the 
merit is that we can keep the representation space 
fixed to be the Fock space of 'YIP'S: As V ~ co, 
the field operators 1/11 [written in terms of a::>] do 
change and so do the apparent forms of the Wight­
man functions, yet the representation looked at as 
mF('Y) remains to be one and the same. It is the 
representation of a,P's and hence of the electron 
operators 1/1, that changes. Because the Fock repre­
sentation of 'YIP'S, mF('Y), is unitary equivalent to 
that of a,P's, mF(a) so far as V < co, we can com­
pute the Wightman functions describing the former 
by employing the latter; this is the major point 
of our argument. Summarizing, we can say that the 
Wightman functions computed with ~F(a) for 
V < co will lead us, as V ~ co, to the right repre­
sentation of field operators that suits to K' ( co) if 
K'( co) = lim V-to K'(V) exists within mF('Y). It 
is not superfluous to emphasize again that the whole 
limiting procedure is carried out in one and the same 
space, the Fock space of 'Y Ip [more precisely, the Fock 
space of 'l!,(f,,) that will be introduced below]; 
we could not say so if we used the Fock space of a,P' 
It can be done in the same way as before by intro­
ducing new fields 'l!,(X) for 'YIP'S that correspond 
to the 1/I,(X) for alP's. The extension of 'YIp is defined 
by an equation similar to (4.13): 

'Y:;> = ~ L: cnp'l!i(fn) , Cnp == r e-IPXfn(x) dx. (4.15) 
n Jv 

This extension is practically unique as far as we 
want the Fock representation of 'l!,(X), The ex­
tended "Hamiltonian" is defined as 

K'(V) = L: E(P)['Y::>*'Y::> + 'Y~:>*'Y~:>] 
P 

1 
= V L: E(P) L: C:pCmp['l!~(f,,)'l!l(fm) 

p n,m 

+ 'l!~(fn)'l!2(fm)], (4.16) 

and we use the Fock space of 'l!,(f,,) constructed 
from the common vacuum In) of 'Y::> and 'l!,(fn). In 
this form we can ask the convergence of K'(V). 

Defining K' ( co) by 

K'( co) = (2!l J dpE(P) E c,!(P)cm(P) 

X ['l!~(fn)'l!l(fm) + 'l!\(fn)'l!2(fm)] (4.17) 
with 

we shall show the strong convergence 

II {K'(V) - K'( co)} Ix)W ~ 0 as V ~ co (4.19) 

for any vector Ix) from the dense set consisting of 
all the linear combinations of finite numbers of the 
basis 'l!~(fn)'l!~(f,") ... 'l!~(fk)'l!~(fz) ... In). For this 
purpose, we have only to compute {K' (V) - K' ( co ) } 2 
as the sum of the following: 

K'(V)2 = 1.. L: E2(P) 
V P 

X L: c:pCmp['l!~(fn)'l!l(fm) + (1 ~ 2)] 
",m 

X ['l!~(f,,)'l!~(fk)'l!l(fm)'l!l(fz) + (1 ~ 2)], 

K'( co)2 = expression obtained from the above by 
an obvious replacement, 

-K'(V)K'( co) 

1"" 1 J = - V 7' (271/ dq 5v (P - q)E(P)E(q) 

X L: C:pCI(q)['l!~(f,,)'l!l(fz) + (1 ~ 2)] 
n,l 

+ ~ ~ (2!l J dqE(P)E(q) ",m~'l C:pCmQC~(q)Cl(q) 
X ['l!~(f,,)'l!Wk)'l!l(fm)'l!l(fl) + (1 ~ 2)], 

K( co )K'(V) = expression similar to the above, 
where we have used such relations as 

L: cn,pC!q = r dx 1 dye-i(PX-QY> 
m Jv v 

X L: fm(x)f!(y) = V 5pq 
m 

for p, q that are multiples of 71'/l, and 

L: cmpc!(q) = f dx f dye-I (px-qy> L: fm(x)f!(y) 
m v CI) m 

the last equality being the definition of 5v. Because 
Ix) is the linear combination of the finite number of 
the basis, (xl {K'(V) - K'( co)}2 Ix) picks up a 
finite number of terms from the n, ... , l summations 
in the above. The convergence of the summations 
or the integrations over momenta can be secured 
by taking as {fn(x)} the energy eigenfunctions of a 
three-dimensional harmonic oscillator. Now, in the 
limit V ~ co, 5v(p) goes to 5(p) and the summa­
tion over p goes to integration thus confirming the 
convergence (4.19). The strong convergence (4.19) 
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can obviously be extended to the common domain 
of K'( 00) and K'(V) (for all V). For the sake of 
the further extension, we have to invoke the unitary 
trick by considering exp [iK'( 00)] and exp [iK'(V)]. 

It should be remarked here that, throughout the 
limiting procedure V -? 00, the vacuum stays in­
variant; in other words, In) is the vacuum common 
to K(V) of any V. 

5. WIGHTMAN FUNCTIONS 

In the last section, we have seen that K'(V) of 
sufficiently large volume V can be an approximation 
to K' ( 00) in a special representation. It is quite 
well-known that, in quantum field theory, Hamil­
tonian often requires a particular representation,1-3 
which is usually very difficult to find. The interest 
in our case is that the "Hamiltonian" is diagonaliza­
ble within the Fock representation of Vti(X) if we 
restrict the volume V to be finite; the limit of eigen­
vectors as V -? 00 does not remain in the Fock 
space. Then, remembering that the Wightman func­
tions determine the representation completely,9 we 
are led to a question naturally: Is it possible to obtain 
a right representation by a limiting process V -? 00 
from the Wightman functions for a finite volume V, 
which will, in principle, be calculable in some cases? 
In some other cases, the limiting procedures would 
be taken with respect to some parameters (e.g., 
cutoff momentum of the interaction in the case of 
the Van Hove modell) other than the space volume. 
Anyhow, if we could obtain the physical vacuum 
by restricting some parameters, say V, to finite 
values, we might be able to calculate the Wightman 
functions employing simply the Fock representation, 
then to examine their limit at V -? 00 possibly 
arriving at a right representation. 

There are at least two profitable aspects in this 
procedure: (i) The Wightman functions thus ob­
tained as a limit satisfy the positivity condition 
automatically; they satisfy the condition for any 
values of the restricted parameters obviously, hence 
they do also in the limit. We come back to this 
point later. (ii) The expression of the Hamiltonian 
formally obtained by taking the limit of parameters 
can be legitimately used in the representation arrived 
at through the procedure above; all the matrix ele­
ments of the Hamiltonian are correctly obtained 
through the formal expression. The illustration in 
the following would be enough to show this generally. 
An undesirable feature is the possible reducibility 
of the limit representation. However, we see in the 
example in Sec. 6 that the way of reduction is sug­
gested by the limiting procedure itself. 

In our example of the BCS model, the physical 
vacuum is given by (4.8) for a finite volume V. 
Then, we can calculate the Wightman functions, 

W(V)( ... X2, '" ,Xl,Yl, ... ,Y2, ... ) 

= (n(V)1 .,. Vt2(X2) ... Vtl(Xl) 

X Vt~(yl) '" Vt~(y2) '" In(V», (5.1) 

by using the expansion of Vt,(x) in terms of aip. 
The point is that, when we restrict the testing func­
tions to the chopped-off ones, (2.7), we can use (2.9) 
as the basis. For instance, 

W(V)(x2 , Xl) == (n(v)1 Vt2(X2)Vtl(Xl) In(v» 

= _..1 '" e'p(x,-x,) sin 8 cos 8 (5.2) V 7 p p, 

== (n(V)1 Vtl(Xl)Vtl(xDVt~(yl)Vt1(YD In(v» 
= W(Vl(Xl' YDW(V)(x~, Yl) 

- W(V)(xl , Yl)W(V)(xL YD. (5.4) 

These functions coincide with the corresponding 
ones calculated in the Fock representation of 'Y,p's, 
because the Fock representations of a,p's and of 
'Y,p's are unitary equivalent as far as V < 00. As 
we have seen in the previous section, the latter 
goes to the representation proper to limv .... '" K'(V) = 
K'( 00), so the above functions go to the right ones 
at V -? 00. In general, the representation proper 
to the "Hamiltonian" JC - p.N in the infinite volume 
is realized by the system of Wightman functions 

(n( 00 ) I ... Vt2(X2) .. , Vtl (Xl) 

X Vt1(Yl) '" Vt~(y2) ... I n( 00» 

== lim (n(V)1 ... Vt2(X2) ... Vtl(Xl) 
v .... ., 

X Vt~(yl) '" Vt~(y2) ... In(v», (5.5) 

as defined by the volume limiting process. 
The matrix element of the "Hamiltonian" can 

be represented in terms of the Wightman functions, 
in particular simply by using the expression (4.3) 
in the Fock representation of 'Y,p's. It is now obvious 
that the same matrix elements are obtained also 
by using (4.1) and (3.2), e.g., 

(n( 0», '" Vt2(X2) .,. Vtl(Xl) 

X JCIVt~(yl) ... Vt~(y2) ... I n( ex> » 
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== lim VI J dX1 dX2 dY1 dY2Vr:I2 - Y1 , X2 - Xl) 
V-a> 

X (r.l( <Xl)1 ... 1/;2(X2) ... 1/;1(X1)1/;~r:I1)1/;~r:I2)1/;2(X2) 

X 1/;2(X1)1/;~(y1) ... 1/;~(y2) ... Ir.l( <Xl ), (5.6) 

where (r.l( <Xl ) I '" Ir.l( <Xl ) is used to represent the 
limit Wightman functions. We have to note here 
the following relation that can be proved by a 
straightforward computation15

: 

~.! (r.l(V)1 Q'~ Iv 1/;2(Y + n)1/;l(Y) dy·Q' 1r.l(V) 

= ~.! (r.l(V) I ~ Iv 1/;2(Y + n)1/;l(Y) dy 1r.l(V) 

X (r.l(V) I QQ' 1r.l(V), (5.7) 

where Q and Q' are polynomials of field operators. 
This gives the basis in terms of the Wightman func­
tions for the replacement of XI by the quadratic one. 

In the sense described above we can conclude that 
the limit Wightman functions give the representa­
tion proper to our "Hamiltonian" X - Jl.N [see 
(3.1) and (4.1)). The question raised at the beginning 
of this section is thus answered affirmatively in the 
case of the BCS model. 

We have to notice here that it remains still to 
ask what representation of 1/;i(X) is actually implied 
by the system of Wightman functions (5.5). We 
know that it implies the Fock representation for 
'Y!;> (therefore the representation is irreducible), but 
what representation does it imply for a!;>? This 
question entails asking what is meant by the rela­
tion (4.2) between aiP's and 'YiP'S. When we wrote 
down this relation, we were using the Fock repre­
sentation of aiP's, which, due to V < <Xl, was unitary 
equivalent to the Fock representation of 'YiP'S; aiP's 
and 'YiP'S could be regarded as operating in one and 
the same space. Since in the limit V --t <Xl, the 
operator aiP has no vacuum state in the Fock space 
of 'Y iP' s, we are compelled to ask the above questions. 
Of course, we can define aiP through the Fock repre­
sentation of 'Yi/s-in other words, by the linear 
combination of 'YiP'S and 'Yit's-the relation inverse 
to (4.2). But what we want to know is the impli­
cation of this definition to the Garding-Wightman 
classificationS of the representation. These questions 
are left for future investigation. 

6. THE REPRESENTATION WITH SHARP 
PARTICLE NUMBER 

The "Hamiltonian" K(V) = XCV) - ~N(V) we 
have started with is obviously invariant under the 
gauge transformation, 

(i = 1,2), (6.1) 

which can be effected by an unitary transformation 
within the Fock representation of 1/;;(x), 

1/;~(X) = U1/;i(x)U*, U == exp [iiaN(V)] (6.2) 

as far as V < <Xl. 
If however, we replace K(V) by an effective one 

K'(V) on the assumption that 'tn irreducible repre­
sentation is taken for the field operators, we lose 
the invariance mentioned above; K'(V) and its 
physical vacuum are llO longer invariant as seen 
from (3.2) and (4.8). But, why? The answer was 
given by Nambu14 and Haag.17 Nambu was the 
first in suggesting that the physical vacuum is 
highly degenerate with respect to the particle num­
ber; the degeneracy accounts for the apparent gauge 
noninvariance. Then, Haag has shown that an 
important clue to the solvability of the diagonaliza­
tion problem of K(V) consists in the irreducibility 
of the representation, which turned out to be not 
fulfilled by the (gauge-invariant) representation with 
sharp particle number. He could suggest the Wight­
man functions that will describe such representa­
tion, on the one hand, and the way for its reduction, 
on the other. 

In this section we want to show that the limiting 
procedure described in the last section leads us, in 
quite an intuitive way, to the Wightman functions 
suggested by Haag. Proceeding in this way, we are 
guaranteed that the resulting system of Wightman 
functions satisfies the positivity condition, on the 
one hand, and also describes the representation 
proper to K ( <Xl ). 

As a preparatory step, we have to see the distri­
bution of the (bare) particle number in the physical 
vacuum of 'YiP'S given by (4.8): the average 

p 

and the dispersion 

([N 1(V) - (N1(V)av]2)av = 2: sin2 
(Jp cos2 

(Jp, (6.3) 
P 

and the same results are obtained for the particles 2. 
III the limit V --t <Xl, these quantities diverge linearly 
in V. Defining the particle density by p;(V) = 
Ni(V)/V, we obtain 

lim Pi(V) = lim (r.l(V) I Pi(V) 1r.l(V) 
v_co v_co 

1 J . 2 d = (2'nl sm (Jp p, (6.4) 
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and the dispersion of its distribution 

finding that the particle density is quite sharp at 
V~(X). 

Now, we turn to the construction of Wightman 
functions; the first step is to obtain the physical 
vacuum with the sharp particle number. Expecting 
that K' (V) with V ~ (X) gives a good approximation 
to K ( (X») which is manifestly invariant under the 
gauge transformation (6.1), we introduce a series 
of transformed vacua (0 ~ a ~ 2'1l-), 

Ina(V) = II (cos (Jp - eiaarpa:_psin Op) 10), (6.6) 
p 

which, in the limit V ~ (X) , at least formally, gives 
an eigenstate of K( (X»), and so does their linear 
combination, 

InN(v) = 2~ f" e-
iaN 

Ina(V) 

(N = integer). (6.7) 

This is an eigenstate of N(V) = Nl(V) + N 2 (V) 
with the eigenvalue 2N. We are interested in the 
limit V ~ (x). The physical situation requires us to 
keep the particle density P = Pl + P2 fixed when 
we take the limit. From the discussion in Sec. 4, 
we already know that lim V-a> In(V) does not exist 
in the sense of strong convergence or it is zero in 
the sense of weak convergence. Thus the argument 
here is quite formal but still it is sufficient to find 
the Wightman functions in question. 

Let us ask the normalization of InN(V) in (6.7): 
for the case of large V, we have 

is independent of V. Since N = P V is also very 
large, the saddle-point method can be applied suc­
cessfully to the a integration. The saddle point is 
determined by 

!~_ _ _I_ 
i da - 1 + (21(/ P 

X J sin2 
(Jpe-i(P-a) d = 0 

2 (J + -i(p-a) . 2 (J P cos p e sm p 

(6.10) 

to be 

a = (3, (6.11) 

where we have taken into account that the reality 
condition requires e-'(~-") = +1 or -1 and that 
the latter gives d2Gp jaa2 > 0, thus being rejected. 
That (6.11) actually leads us to (6.10) can be seen 
from the fact that the particle density is quite sharp 
and is given by (6.4) also for any In.,(V) (V ~ (X»). 
The function Gp(a, (3) is zero at the saddle point, 
and so 

(6.12) 

where 

(6.13) 

and the a integration is extended over an infinite 
range. In addition, we note the orthogonality; for 
N' ~N 

1 12

" 12

" 
rv (2'1l/ 0 d{3 0 da exp [NGp(a, (3)], (6.8) (nN,(V) 1 nN(V) rv (2!)2 f" d{3e;(N'-N)P 

where 

Gp(a, (3) = i({3 - a) 

+ 1 J I ( 2 + -;(p-a) • 2 (J) d (2'llf P og COS (Jp e sm p p 

which will symbolically be denoted by25 

(6.9) 

X L: da exp [-(a - (3?Nu] = O. (6.14) 

N ow, it is natural to define the gauge-invariant 
Wightman functions by 

(6.15) 

25 Here, g stands for gauge invariance. Since the unitary transformation of Haag17, 

U* = limv...,,(1/V) f,/I2(Y + n) >he}) dy/ (!l(V) j,/I2(Y + n) .pl~y)1 !l(V)), 

transforms l!l. (CO») into the other gauge-invariant vacuum by decreasing the total number N (actually 00) of electrons 
by two, we are tempted to preserve the subscript N to the vacuum. The operator U* commutes with >/I.(f) in the irre­
ducible representations [see ~5.5 )]. 
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W~"') = (Og( <Xl)1 ••• 1!t2(X2) •.• Y;l(XI) 

X Y;~(yt) ... y;t(Y2) ... 10g(<Xl». (6.16) 

In order to compute these functions we use the 
saddle-point method again. For example, in com­
puting 

W~"')(Xl1 Yl) = (O~")I Y;l(X.l)Y;~(yl) lot') 
. (1 "It" )-1 1 12

'-

= ~~ (2"1t")2 N (J (2"1t")2 0 d{3 

1
2'-

X 0 daF(xt , Yl; a, (3) exp [NGp(a, tJ)], 

we note 

1 J eik(lt.-Y1 ) cos2 () 

F(x1 , Yl;a, (3) == (2 )3 2 () + -,(~-a) ~ 2 () dk 
7r COS k e sm k 

is independent of N so that the saddle point is de­
termined by Gp(a, (3) only. Hence 

W!"')(x1 , Yl) = F(x1 , Yl; a = (J) 

= lim W(V)(XI, YI), (6.17) 
v-", 

where the function in the extreme right has been 
given by (5.2). In general, exp [NGp(a, (3)] behaves 
like a 0 function in the integral for the n-point 
function also (n < <Xl). For the sake of later re­
ference, we add one more example: in the same way 
as above we obtain 

W!"') = (Og( <Xl)1 Y;2(X2)Y;1(X1) 10g( <Xl» 

1 12
'-= 2"1t" 0 d{3F'(x2 , Xl; a = tJ) = 0, (6.18) 

since the integral vanishes due to the exponential 
eifi in 

F'(x2 , Xl; a = (3) 

= _e'fi (2;)3 J eik(Xa-lt,) sin ()k COS ()k dk. 

We notice here that this function can be written as 

F'(x2 , Xl; a = (3) 

(6.19) 

In this way, we find generally 

(Og( <Xl) I ... Y;2(X2) ••• Y;l(Xl)Y;~(yI) ••. Y;~(y2) •.• 10g( <Xl» 

= {(O( <Xl) I ... Y;2(X2) •.. Y;l(Xl)Y;~(yI) ... Y;~(y2) ... I O( <Xl », for n(l} = n(l *), n(2) = n(2*), 

0, otherwise, 

(6.20a) 

(6.20b) 

where n(l *) stands for the number of y;~ operator, 
etc., and (O( <Xl ) I ... 10( (Xl » is given in the previous 
section. These results are in accord with Haag's 
Ansatz.l1 

Now we prove that the positivity condition26 is 
satisfied by the system (6.20). We start our argu­
ment from the case of V < (Xl where we are quite 
sure that any vector obtained from the gauge­
invariant vacuum 

I"IJ!(V» = :E CfI' '''.0'''' y;t(J)y;~(j/) ... 

X y;~(O)y;~(O') .. , 10N(V»/(ON(V) I ON(V» (6.21) 

20 The positivity condition can be proved in a way different 
from that given in the text. Because of the orthogonality 
implied by (6.20b), the positivity of the norm square of 
(6.21) can be proved by showing 

II:E (n) C/ .•••••• tPt*(f) •.• tP2*(g) ••• IOgt co »11 2 ~ 0 
for the partial Bum :E (n) of the terms with n creation operators 
applied on the vacuum. Now, the left-hand Bide can be 
rewritten by the help of (6.20a) as 

:E (n) c*"" •• ,,,. CJ ....... (Og( eX»1 ••• tP2(g') ••• tPl(j') tPl*(j) 
X ... "'2*(g) ... I'lg( ""» 

= :E ( .. ) CI''''g'''' Cf .. • ... • 
(O( "")1 ... tP2(g') ... tPl(f') N'(f) ... tP!*(g) ... In( eX>)) 

= 1I:E( .. )c/ ....... h*(f)· .. "'2*{g) "·lot oo »112. 
The last expression is by nature positive. 

has a positive norm, ("IJ!(V) I "IJ!(V» ~ O. Because 
this is true for any V, on the one hand, and the 
limit V ---? <Xl of ("IJ!(V) I "IJ!(V» is well-defined in 
terms of the gauge-invariant Wightman functions 
(6.20) on the other, we can conclude that the system 
(6.20) satisfies the positivity condition. 

Rigorously speaking, we have to notice that 
two limiting procedures are involved in the above 
argument: one is the limit V ---? (Xl and the other 
is the possibly infinite number n ---? CX'l of terms 
in the series (6.21). The existence of the vector 
(6.21) implies the existence of 

where I "IJ!(n) (V) is obtained by truncating the series 
(6.21) somehow at the nth term. While we may 
assume further that lim y_", [lim,. ... '" II i"lJ!(n) (V» W] 
exists, the requirement of the positivity condition is 
that lim .. _", [limy _", II I "IJ!(n) (V) W] ;;::: o with the order 
of limiting procedures interchanged. Here, we do 
not enter the interesting question whether the 
existence of the former limit implies the exist--
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ence of the latter. However, we have to under­
stand the positivity condition as implying that 
limn_a> (limv_ .. II Iw(n)(v) W) ~ 0 so far as the 
required limits exist. In this sense, the positivity 
condition is the necessary consequence of our limit­
ing procedure. 

The reducibility of the representation described 
by (6.20) was shown by Haag using the c-number 
property of the operator B(~) explained before [cf. 
Sec. 3 and (5.7)25]. In our language, the reducibility 
can be expressed by rewriting (6.20) as 

12.( eo ) I ... 1/I2(X2) ••• 1/11 (Xl) ... 

X 1/I~(yl) ... 1/I~(y2) ... 112.(eo) 

1 12r 

= - (12p( eo)1 ... 1/I2(X2) ••• 1/Il(Xl) ... 
211' 0 

(6.22) 

where use has been made of the relations such as 
(6.18) and (6.19). This equation shows that the 
space generated from 112.( eo » is decomposed into 
the direct sum of spaces generated by the repeated 
application of the creation operators 1/I~(x) on 
lap( eo) )'s, or more explicitly that 

1 12

'-112.( eo» = (2'1I) 0 c{fl) I 12p( eo» d,8, 

Ic{fl) I = 1, (6.23) 

and lap( eo ) )'s cannot be connected with each other 
by the finite number of field operators. It might be 
worthwhile to note here that in contrast to the 
normalization (12p(V) I ap(V» = 1 for any V we 
have limv_ .. (12.,(V) I 12p(V» = 0 (0: ¢ ,8), and 
moreover that, as seen from (6.8) et seq., 

lim eiN(a-P)(~ ~)-\12a(V) I ap(V» 
v·... (211') No-

N/V-p 

= 5(0: - ,8), (6.24) 

although the implication of these relations for (6.23) 
is not precise mathematically. 

Finally, that the gauge-invariant Wightman func­
tions (6.20) are suitable for the BCS Hamiltonian 
is seen after reduction by the use of the argument 
in the last section. 

7. DISCUSSION 

As a possible method of obtaining the representa­
tion suitable for a given Hamiltonian in quantum 
field theory, we have examined the limiting pro­
cedure proposed by Araki and others for a slightly 
different purpose.4

,5 The tool is the system of Wight-

man functions, 9 which can be computed when we 
specify the cyclic vector (vacuum) to make the ex­
pectation values. Taking the examples of free­
particle gases, Araki and others specified the vacuum 
in terms of the thermodynamical quantities, par­
ticle density and temperature. If the volume of the 
gas is finite, the total number of particles is also 
finite and the Fock representation can be used to 
compute the Wightman functions. Then, in the 
limit of the infinite volume, the limit of Wightman 
functions describe certain non-Fock representation, 
the analysis of which is the main theme of their 
investigation. 

In the quantum theory of interacting fields, it 
has been known that a particular Hamiltonian often 
requires a particular representation. I-a On the con­
trary, in the quantum mechanics of particles, where 
the degrees of freedom are finite, each representa­
tion of the canonical commutation relation is known 
to be unitary-equivalent to every other27

,28 we can 
handle the problem with anyone of them. Then, 
the usual method of diagonalizing a given Hamil­
tonian, for example, is as follows: Starting with 
any representation one likes, one computes the 
matrix of the Hamiltonian operator then diagonaliz­
ing the matrix by the principal axis transformation. 
The same method cannot be used in the quantum 
theory of fields since such a principal-axis trans­
formation does not necessarily exist in an arbitrarily 
chosen representation. 1 We have to choose ab initio 
the representation suitable for the Hamiltonian. 
But, in general, this task is difficult. 

In some cases, however, if we restrict some param­
eters-e.g., the cutoff momentum in the Van Hove 
model and the space volume in the BCS model­
to be finite, then the degrees of freedom become 
practically finite and we can diagonalize the Hamil­
tonians within the simple Fock representation which 
is traditional and easy to handle. Thus, the idea 
of this paper is: Compute the Wightman functions 
for the finite parameters, say V, using the physical 
vacuum as the cyclic vector. Then, the limit V ~ eo 
of the Wightman functions will give you the repre­
sentation required by the Hamiltonian. The point 
is, of course, that the physical vacuum for the re-

27 J. von Neumann, Math. Ann. 104, 570 (1931); F. 
Rellich, Nachr. Gottingen 107, (1946). 

28 Even in the (one-degree-of-freedom)-particle quantum 
mechanics, we meet the examples of the inequivalence, but 
they are more or less exceptional physically. An example: 
the pairs of canonical variables defined in the usual fashion 
for the particles--each one in an infinitely deep square-well 
potential equal in size but different in the location of their 
center-are not equivalent to each other. The author owes 
this remark to Dr. E. J. Woods, 
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stricted parameters, e.g., V < ex:> , would be obtained 
within a simple representation. If this is the case, 
the quantum field theory can be regarded as the 
limiting case of the quantum mechanics of particles. 
And, in fact, we could carry out this program for 
the BCS model of superconductivity. This method 
has been found useful to analyze the gauge-in­
variance problem of the model. 

We have to admit that, if the limit of the Wight­
man function is obtained, the analysis of them con­
stitute a difficult task because not much has been 
known about the Wightman functions. Yet, the 
transition from the finite to the infinite degrees of 
freedom is interesting and worth studying. 
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The partition function of the one-dimensional Heisenberg model is considered. Hamiltonian of 
the system 

H = -! L: [J.L(U~U~+I + U~U~+I) + Jllu:u:+I] - mX L: u: 
is expressed in terms of Fermi operators. The term which contains J II , the quartic term and a part of 
quadratic term in Fermi operators, have been regarded as perturbation, keeping the symmetry with 
respect to the magnetic field. Linked-cluster expansion in an appropriate form for this case has been 
developed and the partition function has been obtained up to the third order in J II • Numerical values 
of energy, specific heat, and susceptibility up to second order in J II are shown. The ground-state 
energy is 

N fJ.L' = -; - :2 CJ~I) - ~~ (~ - ;:4)(J~r + o[ (J~Yl 
E/N IJ.LI for the antiferromagnetic case J u = -IJ.LI = J is -0.8899. Agreement with the exact 
value, -0.8863, is quite satisfactory. 

1. INTRODUCTION 

T HE one-dimensional Heisenberg model of mag­
netism has been investigated by many authors. 

The interest in it arises from several aspects. 
First, the theory of one-dimensional Heisenberg 

model is a touchstone of that of two- and three­
dimensional models. High-temperature expansion 
of the free energy and the susceptibility were ob­
tained by Kubo, Obata, and Ohno, I Brown and 
Luttinger,2 and by Rushbrooke and Wood.3 Low­
temperature properties of this model by various 
investigations, especially on ,S:ublattioe) and x(O), 
are sometimes contradictory to each other (see 
Oguchi4). Usually the Heisenberg ferromagnet is 
said to have no spontaneous magnetization in one and 
two dimensions since the Bloch's integral express­
ing the magnetization diverges.5 This divergence is 
caused by using Bose statistics and the situation 
is similar also to that in Dyson's theory.6 On the 
other hand, theories by Frank7 and Mannari8 pre­
dicted the existence of the spontaneous magnetiza-

* This work has been supported in part by a research 
grant from the National Science Foundation and in part by 
that from the Ministry of Education in Japan. 

I R. Kubo, Y. Obata and A. Ohno, Busseiron Kenkyu 
No. 43, 22 (1951); No. 47, 35 (1952); No. 57, 45 (1952). 

2 H. A. Brown and J. M. Luttinger, Phys. Rev. 100, 685 
(1955). 

3 G. S. Rushbrooke and P. J. Wood, Proc. Phys. Soc. 
(London) 68, 1161 (1955); see C. Domb, Advan. Phys. 9, 
329 (1960). 

4 T. Oguchi, J. Phys. Chem. Solids, 24, 1049 (1963). 
5 F. Bloch, Z. Physik. 61, 206 (1930). 
G F. J. Dyson, Phys. Rev. 102, 1217, 1230 (1956). 
7 D. Frank, Z. Physik. 146,615 (1956). 
8 I. Mannari, Progr. Theoret. Phys. (Kyoto) 19, 201 

(1958). 

tion by using Fermi statistics. Real nonexistence of 
the spontaneous magnetization should be proved not 
by the divergence but by the vanishing of the integral 
expressing the magnetization. The exact proof of 
the existence or nonexistence of the phase change in 
the Heisenberg ferro- and antiferromagnet has not 
yet been presented in any dimension. 

Second, the one-dimensional Heisenberg model has 
its own interest. Bethe9 solved the ground state of 
the ferromagnetic linear chain. The exact value of 
the ground-state energy of antiferromagnetic linear 
chain was obtained by BethelO and by Hulthen. ll 

Orbachl2 and Walkerla obtained the ground-state 
energy of the generalized model of Kasteleijn.14 

The exact partition function or exact ground-state 
wavefunction is not yet known, even in one-dimen­
SIOn. 

Third, problems of linear chain have become inter­
esting because real substances which can be regarded 
as practically linear in their magnetic structures 
have been found [Cu(NHa)4S04H20, Haseda and 
Miedemal5; CuCI2, and CrCI2, Stout et all6

; Cu(NOah 
g H. A. Bethe, Z. Physik. 71, 205 (1931). 
10 A. Sommerfeld and H. A. Bethe, Handbuch der Physik, 

edited by H. Geiger and K. Scheel (Springer-Verlag, Berlin, 
1933), Vol. 24, Part 2, p. 618. 

11 L. Hulthen, Arkiv Mat. Astron. Fysik, 26A, No. 11, 1 
(1938). 

12 R. Orbach, Phys. Rev. 112,309 (1958). 
13 L. R. Walker, Phys. Rev. 116, 1089 (1959). 
14 P. W. Kasteleijn, Physica 18, 104 (1952). 
15 T. Haseda and A. R. Miedema, Physica 27,1102 (1961); 

A. R. Miedema, H. van Kempen, H. Haseda, and W. J. 
Huiskamp, Physica 28, 119 (1962); H. Hasaeda and H. 
Kobayashi, J. Phys. Soc. Japan, to be published. 

16 R. C. Chisholm and J. W. Stout, J. Chem. Phys. 36, 
972 (1962); J. W. Stout and R. C. Chisholm, ibid. 36, 979 
(1962). 
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2.5H20, Berger et al. 17
] Haseda's data have been 

interpreted as a Heisenberg linear chain by Griffiths. IS 

A general review of the linear chain from the experi­
mental side was given by Haseda.19 

In a former paper20
•
2I by one of the authors, the 

partition function under finite magnetic field, the 
ground-state wavefunction, and the ground-state 
energy of the one-dimensional Heisenberg model 
with S = 1/2, of which the Hamiltonian is given by 

N 

H = -! L (J.U~U~+1 + J.U~U~+1 
1-1 

N 

+ J.U;U;+I) - mX L u; (1.1) 
1-1 

(a generalization of Kasteleijn's model), has been 
examined for the special cases (i) J.=J.=J, J.=O; 
(ii) J. = J, J" = J. = 0; (iii) J. = J" = 0; (iv) 
J. = J" = J •. Here J., J", and J. are Cartesian 
components of the exchange integral, u', u", u· are 
Pauli spin operators, m = tglLB, g is the g factor, 
ILB is the Bohr magneton, and X is the external mag­
netic field. Cases (i) and (ii) were treated exactly 
with finite magnetic field and perpendicular suscep­
tibilities were obtained. These results do not depend 
on the sign of J .1' Correction of numerical calculation 
in susceptibility in the case (i) shows that both (i) 
and (ii) have perpendicular susceptibilities. (Ref. 21, 
and also see Fig. 12 in this paper). Long- and short­
range order of Cases (i) and (ii) was discussed by 
Lieb, Schultz, and Mattis.22 

In this paper, the case J.=J,,=J.1, J.=Jn has 
been treated by a perturbation method. The terms 
containing J.1 and J II are regarded as an unperturbed 
and perturbed parts, respectively. The reason is 
that the usual procedure where the terms which are 
quadratic and quartic in Fermi operators are re­
garded as an unperturbed and perturbed parts, 
respectively, destroys the symmetry of the Hamil­
tonian with respect to the magnetic field. Further­
more, in the antiferromagnetic case, the ground 
state of the case of J. = J", J. = 0 and that of 
J. = J" = J., has been found to be very close in the 
finite system. [See (AI) and (A2) in I.] 

Analytical expression of the partition function up 
to third order and numerical calculation up to 
second order has been obtained. The agreement of 

17 L. Berger, S. A. Friedberg, and J. T. Schriempf, Phys. 
Rev. 132, 1057 (1963). 

18 R. B. Griffiths, Phys. Rev. 135, A 659 (1964). 
19 T. Haseda, Metal Physics (in Japanese) 9, 23 (1963). 
20 S. Katsura, Phys. Rev. 127, 1508 (1962). This paper is 

referred to as 1. 
21 S. Katsura, Phys. Rev. 129, 2835 (1963). 
22 E. Lieb, T. Schulz, D. Mattis, Ann. Phys. 16, 407 

(1961 ). 

the second-order antiferromagnetic ground-state 
energy in the case J II = -\J.1\ with Bethelo and 
Hulthen'sll value is quite satisfactory. 

2. GENERAL FORMULATION 

Equation (1.1), under the cyclic condition N + l == l, 
can be written rigorously in terms of Fermion crea­
tion and annihilation operators and has been given 
by (2.9), (2.16), and (2.17) in I (see also errata21

). 

In this paper, however, we are concerned only with 
properties of sufficiently large systems, and can 
start with the Hamiltonian 

H = Ho + HI' (2.1) 

HI = HA + HB , (2.2) 

Ho= JIIN ± (+ ) (2.3) -2 + Ekakak - mX, 
k-l 

Ek = -2J.1 cosw + 2mX, (2.4) 
N 

HA = 2J 11 L a:ak, (2.5) 
k-l 

HB - 2~n f.: t: t: t: oK(kl + k2 - ks - k4) 

X exp [i(WI - w4)]a;,a;.ak.ak., (2.6) 

where W = 27rk/N, and the modified Kronecker's 
symbol oK(k) is equal to unity if the argument is 
zero (mod N) and vanishes otherwise. J.1 and J n are 
perpendicular and parallel components of the ex­
change integrals. The first term in the right-hand 
side of (2.3) is a part of the J II term in the original 
Hamiltonian (1.1), but is included in our unperturbed 
term since it gives only a constant energy shift of 
the total system. 

It is convenient to use a more symmetrical expres­
sion for H B than (2.6). One can write 

where 

V(k1 , k2' ks, k4) = oK(kl + k2 - ks - k4) 

X (cos (WI - W4) - cos (WI - ws)), (2.8) 

with the properties 

V(k 1 , k2' ks, k4) = V(ka, k4' kl' k2) 

= - V(k2 , kl' ka, k4). (2.9) 

Usually, HA which is quadratic in Fermion opera­
tors is included in the unperturbed Hamiltonian. 
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Frank7 and Mannari8 obtained spontaneous magnet­
ization for the one-dimensional Heisenberg fer­
romagnet in this way. Such separation of the Hamil­
tonian, however, destroys the symmetry of the 
Hamiltonian with respect to the magnetic field. A 
curve of the magnetization vs magnetic field in their 
unperturbed system is a parallel shift of that in Case 
(i) in the preceding paper. That is 

M F-M(mJe/kT) = M JII_o(mJe/kT ± IJ.L l/kT). 

The upper and lower signs correspond to cases of 
J u > 0 and J, < 0, respectively. Thus, in this paper, 
H A is included in the perturbation to keep the sym­
metry with respect to the magnetic field. 

The partition function Z is given by23 

'" 
Z = Zo L: (Sifi», (2.10) 

.. -0 

where Zo is the partition function of the unperturbed 
system and ( ) means the average over the canonical 
ensemble 

(A) = tr [e- PHo A]/Zo, (2.11) 
and 

k 

s 

k 
FIG. 1. (a) A white vertex; 
. (b) A black vertex. 

fa) fb) 

In the limit N ~ <Xl, (1/ N) L:k is to be replaced by 
(1/211")J~"dw. On account of the symmetry of the 
integrand with respect to k = 11", we have 

lim N
1 

log Zo = Ku 
N_", 

11" + - log [2 cosh (2K cos w - C)] w..,. 
11" 0 

(2.18) 

The second term in (2.18) agrees with (3.1) in I, 
although (2.1)-(2.5) are different from (2.31) in I. 
The coincidence justifies the replacement of the 
original Hamiltonian (2.16) and (2.17) in I by (2.1)­
(2.5) in this paper. 

3. GRAPH REPRESENTATION 

l
p 1°' S .. ({3) = (-1)" 0 dSI 0 ds2 ••• 

X {"-' ds .. H I(SI)HI(S2) ... HI (s .. ) , 

S .. ({3) contains products of the creation and 
annihilation operators. Now we introduce two nota­

(2.12) tions of the contraction for two kinds of pairs of the 
creation and annihilation operators, 

where 
HI(s) = HA(s) + HB(s), 

HA(s) = exp (sHo)HA exp (-sHo), 

HB(s) = exp (sHo)HB exp (-sHo). 

(2.13) 

(2.14) 

HA(S) and HB(s) are obtained by replacing the crea­
tion and annihilation operators in (2.5) and (2.7) by 

+( ) + ... d ( ) -Of. a k s = a ke an ak S = ake . (2.15) 

The partition function of the unperturbed system is 

Zo = tr exp (-{3Ho) 

= exp (!f3JuN) Tr [II exp (-{3Eka~ak + (3mJe)] 
k 

= exp (K uN) II 2 exp (2K cos w) 
k 

X cosh (2K cos w - C), (2.16) 

where K = !{3J.L' Ku = !{3JR and C = {3mJe. (2.17) 

Hence 

1 1 N log Zo = Kn + N ~ log [2 cosh (2K cos w - C)]. 

t3 T. Matsubara, Progr. Theoret. Phys. (Kyoto) 14, 351 
(1955). 

(3.1) 

and 

(3.2) 

The average of S .. ({3) is then expanded23- 26 in terms 
of products of contractions and additional factors 
according to Wick's theorem. Each term of the ex­
pansion is represented by a graph which is con­
structed by vertices and lines with arrows. A line 
in a graph represents a contraction, (3.1) or (3.2). 
Corresponding to the interaction H A (s) and H B(S), 
there appear two kinds of vertices-a white vertex 
with an incoming and an outgoing lines [Fig. l(a)], 
and a black vertex with two incoming and two out­
going lines [Fig. 1 (b) J. The sequence of interactions 
in a graph is arranged according to the ascending 
order of the parameters in (2.12) from the bottom to 
the top of the graph. 

We have only to consider the "vacuum-vacuum" 
graphs without any external lines. The contribution 

14 N. Hugenholtz, Physica 23, 481 (1957). 
1& C. Bloch, Nuc!. Phys. 7, 459 (1958); C. Bloch and 

C. DeDominicis, Nuc!. Phys. 10, 181 (1959). 
28 A. W. Glassgold, W. Heckrotte, and K. M. Watson, 

Phys. Rev. 115, 1374 (1959). 
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k 

5 

k 

FIG. 2. A self-closed line at a black vertex. 

to the average of Sn({3) from each graph can be writ­
ten according to the following rules in our case. 

(1) We associate a factor 

-(J /N)V(k1 , k2' ka, k4 ) 

X exp [SeEk, + Ek. - Ek. - EkJ] (3.3) 

to each black vertex, where the momenta kl and k2 
are attributed to two outgoing lines, and ka and k4 
to two incoming lines. 

(2) We associate a factor 2J II to each white vertex. 
(3) We associate f~ to a line directed upwards; we 

associate f-;. to a line directed downwards and to a 
" self-closed line," i.e., a loop consisting of only one 
line and one vertex (Figs. 2 and 3). 

(4) We associate (_It+h +1 to the graph where n is 
the number of interactions, h the number of lines 
associated with f-;., and l is defined as follows. If we, 
at each black vertex, separate the lines corresponding 
to kl and k4 in (3.3) from the other lines correspond­
ing to k2 and ka, the original graph is decomposed 
into a set of loops and the number of the loops is 
denoted by l. 

A graph, every part of which is connected to 
every other part by lines, is called a connected graph. 
The contributions to the free energy arise from the 
connected graphs, i.e., 

'" 
log Z = log Zo + E (Sn(J3)Q' (3.4) 

n-l 

Before going into details of perturbation calcula­
tion, it is convenient to prove a theorem on an 
effect of the interaction H A • 

Theorem. When a graph has any self-closed lines 
as a part of it, another graph is obtained by replacing 
one of the black vertices associated with the self­
closed lines by a white vertex. The sum of the con­
tributions of these two graphs is obtained by replac-

om 
(a) (b) 

FIG. 3. First-order 
graphs: (a) first order in 
H A ; (b) first order in H B • 

... -- ... " ' I \ 
t­,-

, / '.. ...;' 

+~ FIG. 4. A broken self-closed 
line. 

ing f-;. of the self-closed line in the original graph by 
(f-;'-!). [The graph with two self-closed lines at a 
black vertex shown in Fig. 3(b) is excluded as an ex­
ception.] 

Proof: We consider a part of the graph which 
consists of a black vertex with a self-closed line and 
two external lines (Fig. 2). Because of the momentum 
conservation, the outgoing momentum is the same 
as the incoming one and the exponential factor in 
(3.3) reduces to unity giving no dependence on the 
parameter s. For a fixed external momentum, there 
arise four contributions from the interaction HB(S), 
On account of the relation (2.9), these four contribu­
tions are the same: 

[ - ~I f,: V(k, k', k', k)h-: Ja:ak' (3.5) 

When the black vertex in Fig. 2 is replaced by a white 
vertex in Fig. l(a) with the other parts of the graph 
unchanged, another graph is obtained and the contri­
bution of the white vertex part is given by 

2Jll a:ak = [2~1I f,: V(k, k', k', k) Ja:ak' (3.6) 

where we used the identity 

N
1 E V(k, k', k', k) = l. 

k' 

Now we are able to include a quarter of the contribu­
tion of the white vertex in the contribution of the 
self-closed line at the black vertex, replacing f-;., 
in (3.5) by (f-;', - !). In the exceptional case in Fig. 
3(b), the replacement should be executed by taking 
(f-;', - 1) instead of (f~, - !) because of the sym­
metric nature of the graph. 

We introduce a self-closed line made of a broken 
line as shown in Fig. 4, representing the sum of 
(3.5) and a quarter of (3.6). Thus the following rule 
is obtained: 

(5) We replace any self-closed lines at black 
vertices [except Fig. 3(b)] by the broken self-closed 
line, and associate to it a factor 

(f~ - !), (3.7) 

and neglect all the graphs that contain the inter­
action HA except Fig. 3(a). 
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At a final step, the integration over the parameter 
8 and the summation over the momentum are to be 
carried out. In the perturbation expansion beyond 
the first order in J II , the effect of HA is thus entirely 
taken into account by the above Rule (5). 

In the expansion of (Sn({3) into products of con­
tractions, there are several terms that correspond to 
the same graph. The number of such terms is called 
the multiplicity of the graph and denoted by N m, 
which is enumerated according to the formula 

(3.8) 

where B is the number of black vertices and S the 
number of pairs of equivalent lines. [When two in­
coming (or outgoing) lines at a black vertex are 
connected together to a black vertex, they are called 
"equivalent lines. "] 

4. THE FIRST-ORDER CALCULATION 

The first-order graphs are shown in Fig. 3(a) 
and (b), and their contributions are given by 

"" ... -- ...... , 
I \ 

: )2 

0\, //@FIG'5.second_ordergraphs: 
(a) anomalous graph; (b) 

3.. .,,3 4 3 2 I ground-state graph. Numbers 1, 
.' . 2, 3, 4 are abbreviations of 

" k" k2, ka, k 4• Upper and lower 
! I' black points are labeled as 81, 
\ / and 82, respectively. " ... __ ..... 

(a) (b) 

of the ground-state energy in the second-order 
perturbation. The contribution of the anomalous 
graph has no s-dependent factor and we have 

J~ (32 
(S2a({3) = 16 N2 "2 ~ ~ ~ V(ka, k" k" ka) 

X V(ka, k2' k2' ka)(j-;;, - !)(f-;;. - !)t:.t;., 

lim N
1 

(S2a({3» = 2K~ 
N~'" 

(5.1) 

(S'a({3) = -2J II {3 L: t;, 1 l r l r l r 

(4.1) X -3" (1 - COSW, coswa)(1 - COSW2 coswa) 
71" 0 0 0 k 

and 

respectively. It is convenient to introduce a function 

Uk = tanh (2K cos W - C), 

and express tt and t~ in terms of it, i.e., 

t: = HI - Uk), 

t-;; = HI + Uk)' 

Then we have 

~~ ~ (S,({3)c 

= ~~ ~ {(S'a({3) + (S'b({3)} = -Ku 

5. THE SECOND-ORDER CALCULATION 

(4.3) 

(4.4) 

(4.5) 

The second order contribution to the partition 
function comes from the two graphs shown in Fig. 
5 (a) and (b). The former, so-called "anomalous 
graph", includes the effect of H A and has two closed 
loops of broken lines, and the latter, "ground state 
graph", includes only the second interaction H Band 
leads, as shown in Sec. 7, to a nonvanishing amount 

(5.2) 

The contribution of the ground-state graph is given by 

(S2b({3» = 4 ~~ f.= t: t: ~ [V(k" k2' ka, k4W 

rll r" X t-;;.1-;;,t:.1:. 10 ds, 10 dS2 

X exp [(s, - S2)(Ek, + Ek. - Ek. - EkJ]. (5.3) 

Changing the variables kl ~ k4' k2 ~ ka in (5.3), and 
making use of the identity 

t:.1U-;;.1-;;. = exp [(3(Ek' + Ek. - Ek. - EkJ] 

X t-;;,t-;;.tU:., (5.4) 

we have another expression for (S2b({3». Then the 
average of the two expressions and further use of 
the relation 

{{ dSl {' dS2 exp [(81 - 82)E] + I' { ds1 {' dS2 

X exp [-(81 - S2)E]} = ({3! E) (I' - 1) 

gives 

(S2b({3) = 2(~r f.= t: t: ~ [V(k 1 , k2' ka, k4W 

X t-;;.1-;;.t:.1:. ( + (3 ) 
Ekl Ek. - Ek. - Ek" 

X {exp [(3(Ek' + Ek. - Ek. - Ek.)] - I}. (5.5) 
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(bl) (b2) 

5 5 

I I I n I ~ (;Q." (;Q., 
~)55CJ;ID @ ~ ~ ~ 

\ ..... , :-..-~ 

(eJ) (e21 (eJ) (e41 (e51 (e61 

2 

<ill 
(d II 

FIG. 6. Third-order graphs. Numbers 1, 2, ... 6 are abbre­
viationB of kt, k 2, ••• ks, reBpectively. Black pointB are 
labeled as 81, 82, 8a from up to down. An upward or downward 
line is defined according to relative pOBitions of the starting 
and end points. 

Now 

l' - Ill' - 1 fJ. Il' - 1 ---=- e +---. 
E E e!J· + 1 E l' + 1 

(5.6) 

Again, the symmetric properties of the summand in 
(5.5) with regard to the transformation kl ~ k., 
k2 ~ ka and the identity (5.4) applied to the first 
term of (5.6) permit the replacement of /. - 1 by 
2 tanh (!,8E), where E = Ek. + Ek. - Ek. - Ek.' 
Thus (82b (,8» can be expressed in a form where zeros 
of the energy denominator do not yield singularities, 
i.e., 

= K~ -.La 127 12r 127 l·r 2 (211') 0 0 0 0 a(wl + W2 - Wa - w.) 

X [1 - cos (WI - w2)][1 - cos (wa - w.)] 

X (1 + g.,)(1 + gk.)(1 - gk.)(1 - gkJ 

x tanh 2K (cos WI + cos w. - cos Wa - cos w.) 
2K(cos WI + cos W2 - cos Wa - cos w.) 

w,,1 w,,2 w"a w"., (5.7) 

where delta function in the right-hand side means 
that only such combinations of the variables that 

WI + W2 - Wa - W. = 0 (mod 211') 

contribute to the integral. This convention is also 
used in Sec. 6. 

6. THIRD-ORDER CALCULATION 

In the third-order calculation, we must consider 
four groups of graphs as shown in Fig. 6. We have 

(83(,8». = (83a(,8» + (83b (,8» 

+ (83.(,8» + (834(,8», (6.1) 

and each contribution is given as follows: 
(a group) Three a graphs belong to this group. 

Their contributions do not include the s-dependent 
factor and they give one and the same expression, i.e., 

(88al (,8» = (83• 2 (,8» = (88a3(,8» 

= 64(JNu)8 (l,88) L L L L V(k l , k2' k., kl ) 
1:1 k. ka 1:. 

X V(k2 , ka, ka, k2) V(ka, k., k., k8) 

X (j;. - !)(j;. - t)f:.t;.fU;.· (6.2) 

Then we have 

1 i r i" i r i r 
= 4K~ -"4 (I - cos WI cos W2) 

11' 0 0 0 0 

X (I - cos W2 cos wa)(1 - cos Wa cos w.) 

X gk.gdl - g:.)(1 - g:.) w,,1 w,,2 w"a w".. (6.3) 

(b group) There are two graphs without s-depen-
dence. One of the graphs, say bl graph, gives 

,83bl (,8» 

= -64(~yw~a) f.: t: t: t: V(k l , k., k., kl ) 

X V(k2 , k., k., k2) V(ka, k., k., ka) 

(6.4) 

The other graph, i.e., b2 graph, can be obtained by 
reversing the directions of the arrows in bl graph. 
In general, when the directions of all the arrows in a 
graph are reversed, another graph is obtained and 
called a "reversed" graph. The contribution of the 
"reversed" graph is obtained from the original one 
by altering the sign of the energy in the s-dependent 
factor and replacing r or r of the full line by - r or -r, respectively . Now b2 graph is the Ii reversed" 
graph of bl graph, and b2 contribution is the same as 
the right-hand side of (6.4), except one of tk-. is 
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replaced by -fk:. Then we have 

~ 1~ (Sab{fi» = 1~ ~ [(Sabl{fi» + (Sm{fi»] 

= -tK~ 1" 1" 1" fo" (1 - cos Wl cos W4) 

X (1 - cos W2 cos w4)(1 - cos Wa cos W4) 

X gk,gk,gk.gk.(1 - g!.) dWl dW2 dW3 dW4. (6.5) 

(c group) There are six graphs, three of which 
c2, c4, and c6 are the "reversed" graph of el, c3, and 
c5, respectively. Their contributions can be written 
in the form 

(S3ci{fi» 

= 32(JulNl L L L L L V(k l , k2' k3' k4) 
k1 k:a ka k... ka 

X V(k l , ks, k6, kl )V(k4 , ka, k2' kl ) 

X (fk. - !)Fci(kl , k2' ka, k4)Iei (E.), (6.6) 

and 

and 

Fe2 = -1:.t:.t:,f;;J;;., 

Fe3 = -1:.1;;.t;;.1U:., 

F e4 = 1:.1;;.tU;;.1;;., 

Fes = -1:.1;;.t;;.1U:., 

F e6 = 1:.t;;.1U;;,f;;., 

Iel(x) = t dSl {' dS2 {' dSa exp {(Sl - Sa)X) 

= t s{fi - s)eU ds, 

I e2(x) = I el ( -x) = e-PZlel(x), 

Ie3(x) = t dsl {' dSl {' dsa exp {(S2 - S3)X I 

= ! { (fi - s)2eU ds, 

Ies(x) = { dsl {' dS2 {' dSa exp {(Sl - s2)xl 

= I e3 (x), 

[eB(X) = Ies(-x) = Ie4(x) , 

(6.7) 

(6.8) 

and 

By use of the relation (5.4) and 

Iel(x) + 2Ie3(x) = rlIl(x) - !f3aI 2(x) , 

Icl(x) + 2Ieix) = !f3312(x) , 

where 

we have 

~~ ~ (S3e(f3» = 1~ ~ ~ (Saei{fi» 

(6.9) 

(6.10) 

(6.11) 

__ (KII)a _1 12"12"12"12"12" - 4 N (2)4 O(Wl + Wz 
1f' 0 0 0 0 0 

- wa - W4) {I - cos Wl cos Ws} {I - cos (Wl - Wz)} 

X {I - cos (Wa - W4)} (1 + gk.)(1 + gk,) 

X (1 - gk,)(l - gk.)gdI2(E.) - (1 + gkJ 

(6.12) 

(d group) There are three graphs dl, d2, and d3, 
the latter two being the" reversed" graph of each 
other. 

(Sadl{fi» 

= 64(~r t: t: t: t: t: t: V(k l , k2' ks, k4) 

X V(k3, ks, k2' k6) V(k4 , k6' ka, kl ) 

X f;;,t;,f;;.1:.fU:.(!f3a)I iEdll, Em), (6.13) 

(Sad2{fi» 

= 8(~r t: t: t: t: t: t: V(ks, k6' kl' k2) 

X V(ka, k4' k6' ks)V(k l , k2' ka, k4 ) 

X f:.1:.f;.1;;.t;.r;. (!f3a)I i Em, Em), 

where 

1 11l 1" 1" Iix, y) = if33 0 dSl 0 dS2 0 dSa 

X exp {(Sl - S3)X + (S2 - S3)Y) 

(6.14) 

1 [f3 1 {lz - 1 ell(z+u) - I}] 
= if33 x(x + y) - 11 x2 - (x + y)2 , 

(6.15) 
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and Eneroy: 

(7.2) 

(6.16) 

(7.3) 
The contribution of d3 graph is easily obtained from 
(6.14) according to the reversion rule mentioned E J 
above. We have N IJ.LI = -IJ~I KH(A~I - 2A22A~I) 

1 12"12"12"12"12"127 = tK~ (211')4 0 0 0 0 0 0 5(wl + W2 

- W. - (5)5(wa + W5 - W2 - (6) 

X {cos (WI - (4) - cos (WI - (5)} 

X {cos (wa - (6) - cos (wa - (2)} 

X {cos (W4 - WI) - cos (w. - (3)} I aCEdll' Em) 

X (1 + Ok.)(1 + Ok.)(1 + Ok.)(1 - Ok.)(1 - Ok.) 

X (1 - Ok.) dwl dw2 dwa dw. dw6 dw6 

1 12712"12'-12'-12712'-+ lK: (211')4 0 0 0 0 0 0 5(wl + W2 

- wa - (4)5(W3 + W4 - W5 - (6) 

X {cos (W5 - (2) - COS (W5 - WI)} 

X {cos (W3 - (5) - COS (W3 - (6)} 

X {cos (WI - (4) - COS (WI - wa)} 

X {(I - gk.)(1 - Ok.)(1 + Ok,)(1 + Ok.) 

X (1 + Ok.)(1 + Ok.)IaCEd21' Em) 

+ (1 + Ok.)(1 + Ok.)(1 - Ok,)(1 - Ok.) 

X (1 - Ok.)(1 - Ok.)Id(-Ed21, -Em)} 

X dwl dw2 dwa dw. dws dw6 • 

7. THERMODYNAMIC QUANTITmS 

(6.17) 

Here we list expressions of energy and suscepti­
bility of zero field up to second order. The abbrevia­
tions 

Am" =.! r" cosm 
W tanh" (2K cos w) dw (7.1) 

11' 10 
are used, and quantities of the zeroth order, of the 
first order, of the second order of the anomalous­
state graph, of the second order of the ground-state 
graph, are denoted by the subscripts, 0, 1, 2a, 2b, 
respectively. 

- I~ ~I IG(An - 4AnA22 + 4AnA:2 

- 4A~IA31 + 4A~IAaa), (7.4) 

E2b K 2 1" 17 1 .. /2 
• 2 • 2 

N IJ.LI = -7 11'3 0 ax 0 dz 0 du4sm xsm z 

X [1 + tanh (2K cos (u + x»] 

X [1 + tanh (2K cos (u - x»] 

X [1 + tanh (2K cos (u + z»] 

X [1 + tanh (2K cos (u - z»] 

1 { I n tanh 2KW J.L 1 
X 2 IJ.LI 2KW + IJ.LI cosh2 2KW 

+ J.L tanh 2KW _ J.L tanh 2KW 
IJ.LI IJ.LI 2KW 

X [2K cos (u + x) tanh (2K cos (u + x» 

+ 2K cos (u - x) tanh (2K cos (u - x» 

+ 2K cos (u + z) tanh (2K cos (u + z» 

+ 2K cos (u - z) tanh (2K cos (u - Z))]}, (7.5) 

where 

x = !(WI - (2), z = 11' - !(wa - (4), U = l(wl + (2), 

W = cos (u + x) + cos (u - x) 
(7.6) 

+ cos (u + z) + cos (u - z). 
Susceptibility: 

I~~~o = 2 IKI (1 - A02), 

!~~~I = 4 IKI K II (1 - 2Ao2 + A~2 
+ 2A~1 - 2AnAIs), 

!~L~2a = 8 IKI K~[(1 - A02? 

+ 4(An - A13)An(1 - A 02) 

- 2An(An - A I3)(! - A 22) 

+ A~I( - A 20 + 4A22 - 3A24»), 

(7.7) 

(7.8) 

(7.9) 
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IJ I K2 2 1" 1" 1"/2 ol ~2b = 2 IKI _I "3 dx dz du 4 sin2 
X sin2 z 

Nm 2 11" 0 0 0 

X [1 + tanh (2K COB (u + x»][1 + tanh (2K COB (u - x»] 

X [1 + tanh (2K COB (u + z»][1 + tanh (2K COB (u - z»] 

X tanh (2K[COB (u + x) + COB (u - x) + COB (u + z) + COB (u - z)]) 
2K[cos (u + x) + COB (u - x) + COB (u + z) + COB (u - z)] 

X {[tanh (2K COB (u + x» + tanh (2K COB (u - z» - tanh (2K cos (u + z» - tanh (2K COB (u - Z»]2 

- 4 + tanh2(2K COB (u + x» + tanh2(2K COB (u - x» + tanh2(2K COB (u + z» + tanh2(2K cos (u - z»}. 
(7.10) 

We can obtain the ground-state energy by taking 
the limit T -+ 0 in (7.6). The zeroth-order value is 
Eo/N\Jol\ = -2/11" - HJ.I\J olD. The first-order 
contribution to the ground-state energy is 

Et (1 2) J. ( ) J q 
N IJoll = 2 + 11"2 IJoll = 0.5 + 0.20264236 IJ.l.I' 

since limK_", An = 2/11", and 1 - 2A22 tends to zero 
more rapidly than O(I/K). The same value up to 
first order in Ja. -2/11" - 2/11"2, has been obtained by 
Meyer,27 Rodriguez/8 and BulaevskiI,29 In the same 
way E2./N IJol\ = 0, and the second-order ground­
state energy is due to only the ground-state graphs. 
As T -+ 0, tanh x can be replaced by sign (x) , 
sign (x) [=1, x> OJ = -I, x < 0]. The third and 
the fourth terms in { I in (7.5) cancel in the region 
where sign(x) = I, and the second term can be 
neglected compared to the first, and 

En (:!l)2 16 (i" d 1i
"-u dz 

N IJol\ = - Jol 11"3 Jo u 0 

1" sin2 X sin2 
Z X dx ----;-------:-

o cos u(cos x + COB z) 

= _1~ (! _ ~)(!.J.)2 
11" 6 144 Jol 

= -0.05063633(tr· (7.11) 

Hence the ground-state energy up to second order 
is given by 

~--~+~~ 
N \Joll - 11" 1I"21Joli 

(Jol = J u = J), 

and 

Ea/NIJI = -0.88989845 

(antiferromagnetic case), 

Ea/NIJI = -0.48461373 

(ferromagnetic case), 

(7.13) 

(7.14) 

respectively. The comparison with the exact values 
(-0.8863 and -0.5000) is satisfactory, though 
JaiJol = -1 might be the branchpoint of (7.12).22 

8. CONCLUSIONS AND DISCUSSIONS 

In this paper, the partition function of one-dimen­
sional Heisenberg model has been obtained. J. term 
has been regarded as a perturbation to keep the 
symmetry with respect to the magnetic field. It 
includes quadratic term as well as a quartic term of 
fermion operators. Linked-cluster expansion where 
the quadratic term is treated as a part of perturba­
tion has been developed, and perturbation up to third 
order has been carried out. Equations (6.2), (6.4), 
(6.6), (6.13), and (6.14) can be used as general formu­
las of the third-order perburbation at finite temper­
atures for calculations of similar problems with 
a slight modification (replacing back t~ - ! by ~). 

Our results are expressed in (2.18), (4.6), (5.2), 
(5.7), (6.3), (6.5), (6.12), and (6.17), which are sym­
metric with respect to the magnetic field. High­
temperature (and low-field) Taylor expansion can 
be obtained directly from these equations. The 
result is 

_ 1~ (! _ ~)(!.J.)2 + O[(!J.)3] , 
11" 6 144 Jol J ol 

1· liZ (7.12) un - og-
N_", N 2N 

and, in particular for the isotropic interaction 

27 K. Meyer, Z. Naturforsch. 11A, 865 (1956). 
28 S. Rodriguez, Phys. Rev. 116, 1474 (1959). 
29 L. N. BulaevskiI, Zh. Eksperim. i Teor. Fiz. 43, 968 

(1962) [English trans!.: Soviet Phys--JETP 16,685 (1963)]. 

= (KI + K2 + !C2 
- !K4 - K 2C2_+ fiC4 

+ tK6 + 2K4C2 + }K2C4 + tr;C6 + ... ) (8.1) 

+ [-Kn + Ku(-K2 + C2 + 2K4 
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_ 2K2C2 _ ~C4 + ... )] (8.2) 

+ K~(K2 + 2C2 - 5K4 - 7K2C2 

_ ¥C4 + ... ) (8.3) 

+ K~(! - tK2- C2 + HK4 

+ 9K2
C

2 + i-C4 + ... ) (8.4) 

+ K~(-K2 + 4C2 + ... ) (8.5) 

+ K~[O(K4) + O(K2C2)] (8.6) 

+ K~(¥K2 - 4C2 + ... ) (8.7) 

+ K~( -tK2 + ~C2 + ... ) (8.8) 

+ O(K~). 
Expressions (8.1), (8.2), (8.3), (8.4), (8.5), (8.6), 

(8.7), and (8.8) are contributions [limN_'" (liN)] 
(per lattice site in the limit of an infinite ring) of 
log Zo, Sl({3), S2a({3) , S2b({3), S3a({3), S3b({3), S3.({3), 

Jx 

A 

slC.....---L-----=::loc 
o Jz 

FIG. 7. Ternary dia­
gram of the anisotropic 
an tif erro m agne tic 
Heisenberg model. 

and S3d({3), respectively. The first term in (8.2) 
cancels the first term in (8.1), since a constant term 
- !JnN has been included in the unperturbed system. 
The sum of (8.1)-(8.8) has been compared with 
direct high-temperature series expansion in powers 
of JxlkT, J.lkT, J.lkT, mJClkT [Appendix I, 
Eq. (15)] up to the 4th power of these variables, 
and also with high-temperature expansion of the 
isotropic case by Rushbrooke and Wood3 up to 

TABLE 1. Ground-state energy of the linear antiferromagnet according to several 
calculation. • 

Neelb 1932 0.5000 1/2 
Kubo (variation)· 1953 0.698 (1/2)(1 + 0.198 X 2) 
Syozid 1951} 0.7160 -1/2 + (2-y12;'r) E«1/2)t) 
Oguchi (zeroth approx.)e.f 1963 
Anderson (singlet pair)g 1951 0.7500 
Hulthen (1st approx.)h 1938

1 

7 + 7(7 1) Kasteleij n i 1952 0.8156 Marshall i 1955 54 Taketa-N akamurak 1956 
Meyer l 1956 
Rodriguezm 1959 0.8393 2/11' + 2/rr2 Bulaevskin 1962) 
Oguchio (Correction to FisherP ) 1963 0.846 
Hulthen (2nd approx.)q 1938 0.847 
Anderson (spin wave)r 1952 0.8634 (1/2) + (1 - 2;'1') 
Ruijgrok-Rodriguez· 1960} 0.8646 -! + (2/'11'2) K2(k), 
Oguchi (1st approx.)e.f 1963 where K(k) - E(k) = k'1l'/2 
Davist 1960 0.8682 
Kubo (spin wave)u 1952} 0.9294 (1/2) + (1 - 2/'11') 
Oguchi (spin wave)v 1960 + l(1 - 2/'11')2 
Katsura and Inawashiro 1963 0.8899 (2/'11') + (2/rr'A) 

+(16/,rJ)(1/6 - '11'2/144) 
Bethew 1933} 0.8863 2 log 2 - 1/2 Hulthen% 1938 

• K(k) and E(k) are the complete elliptic integrals of the first and the second kind. respectively. 
b L. Ne~l. Ann. Phys. (Paris) 17. 64 (1932). 
• R. Kubo. Rev. Mod. Phys. 25. 344 (1953). 
d 1. Syozi. Busseiron Kenkyu No. 39, 55 (1951); Review Kobe Univ. Merchantile Marine, Sci. Tech. Sec. No. I, 1 (1954). 
• T. Oguchi, Phys. Rev. I.etters 11. 266 (1963). 
I Oguchi's zeroth approximation. to the ground-state energy is equivalent to Syozi's work.d Syozi's value and expression, however, is to be corrected 

as written here. Oguchi's first approximation is equivalent to the result of Ruijgrok and Rodriguez' (the authors are indebted to the referee in the latter 
point). Oguchi's value i. to be corrected as written here. 

a P. W. Anderson, Phys. Rev. 83, 1260 (1951). 
h See Ref. 11. 
i See Ref. 14. 
i W. Marshall. Proc. Roy. Soc. (London) A232,48 (1955). 
k H. Taketa and T. Nakamura, J. Phys. Soc. Japan 11, 919 (1956). 
1 See Ref. 27. 

m See Ref. 28. 
n See Ref. 29. 
o See Ref. 4. 
P J. C. Fisher, J. Phys. Chem. Solids 10,44 (1959). 
• See Ref. 11. 
'P. W. Anderson, Phys. Rev. 86, 694 (1952). 
• T. W. Ruijgrok and S. Rodriguez, Phys. Rev. 119, 596 (1960). 
t H. L. Davis, Phys. Rev. 120, 789 (1960). 
u R. Kubo, Phys. Rev. 87, 568 (1952). 
v T. Oguchi, Phys. Rev. 117, 117 (1960) . 
.. See Ref. 10. 
% See Ref. 11. 



                                                                                                                                    

HEISENBERG MODEL OF FERRO- AND ANTIFERRO MAGNETISM 1101 

2kT/IJI 
8 9 10 

E/NIJI .---i--T---T--T----'i---r-.--,---.,r---, 

-.7 

-:8 

-3L---------------______________ ~ 
FIG. 8. Energy of ferromagnetic case. 0, 1, and 2 indicate 

the zeroth- , the first- , and the second-order results, respec­
tively. 

(J /kT)5 and (J /kT)5(mX/kT)2 [Eq. (17)].2 The 
agreement is complete. 

On the other hand, from the asymptotic expansion 
of Anm(K) (see Appendix II) in powers of I/K, we 
can get the low-temperature asymptotic expansion. 
First-order specific heat is shown to be linear in T 
in both ferro- and antiferromagnetic cases at low 
temperatures using this asymptotic expansion. To the 
problem "Is a linked-cluster expansion asymptotic 
or convergent?", it seems probable that a linked 
cluster expansion itself at finite temperatures is con-

E/NIJI ....----:--4-+-+--i'--;:---;-....,.--;--., 

-.1 

-.2 

-.3 

-.4 

-.5 

-.6 

-.7 

-.8 

-.9 r=:.. _________________ ..... 

FIG. 9. Energy of antiferromagnetic case. 0, 1, and 2 
indicate the zeroth- , the first- , and the second-order results, 
respectively. 

E/N\J\..------------------...., 

.02 

-.08 

-.10 

2 3 4 

FIG. 10. Anomalous graph component (denoted by 1) and 
ground-state graph component (denoted by 2) of the second­
order correction to the energy. 

vergent but shows an asymptotic nature when each 
term is replaced by its asymptotic expansion. Accord­
ingly, zero-temperature linked cluster expansions 
seem to be always of asymptotic nature. 

Table I shows values of the ground-state energy 
of linear Heisenberg antiferromagnet according to 
several calculations. The agreement of our results 
with the exact value is quite satisfactory. 

Expressing the" ternary" (J x, J., J.) antiferro­
magnetic Heisenberg model in trilinear coordinate 
(Fig. 7), the ground-state energy on a line OF is 
given by (7.12) of the present paper, that on OC is 
given by Walker13 and by Orbach12

, and that on 
AB is given by one of the authors20 and by Lieb, 
Schulz, and Mattis.22 

In Figs. 8-13, energy, specific heat, and suscepti-

.6 

.5 

.4 
C 

Nk 
.3 

.2 

.1 

0 2 3 4 5 8 9 

2k T jlJI 

FIG. 11. Specific heat: Co, CF , and CA denote the zeroth­
order result, the first-order ferromagnetic result, and the 
first-order antiferromagnetic result, respectively. 
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X!J! r-1-.-------------...., 
Nm

2 

2.4 

2.1 

2.0 

1.9 

1.8 

2 3 4 5 6 7 8 9 
2kT/!J! 

FIG. 12. Susceptibility of the ferromagnetic case. 0, I, 
and 2 indicate the zeroth, the first- and the second-order 
results, respectively. 

bility in zero magnetic field in the case of J II = ± \ J.L I 
are listed. Figures 8 and 9 show energy of the ferro­
and antiferromagnetic cases, respectively. 0, 1, 2 
indicates the zeroth, first, and second-order results, 
respectively. Figure 10, shows the anomalous graph 
component (denoted by 1) and the ground-state 

graph component (denoted by 2) of the second-order 
correction to the energy. As T ~ 0 and T ~ <XI, 

contribution of anomalous graph tends to zero, but 
there is a temperature range where both contribu­
tions of the anomalous and ground-state graphs are 
of comparable order. Figure 11 shows the specific 
heat, and Co, CF , and CA , denote the zeroth-order 
results, the first-order ferromagnetic results, and the 
first-order antiferromagnetic results, respectively. 
According to the bump of the energy in the second­
order results, the specific heat in the ferromagnetic 
case has a broad second maximum near 2kT IIJI '" 2, 
and that of antiferromagnetic case a small second 
maximum near 2kT /IJ\ '" 0.5. These second maxima 
in the second-order calculation, figures of which are 
not shown, may be due to the insufficiency of the 
perturbation. 

Figures 12 and 13 show the susceptibility of the 
ferro- and antiferromagnetic cases, respectively. 
Figure 14 shows the anomalous graph component 
and the ground-state graph component of the second­
order corrections to the susceptibility. (Notations are 
the same as Figs. 8, 9, and 10. A broken line in Fig. 13 
is the susceptibility of a finite system20 N = 6.) 
Contribution of the anomalous graph component is 

X!J! r-----------------, 
~ 

.8 

.2 I 
I 

I 
.1 I 

-.1 

-.2 

-.3 

I 
I 

/ 

,,­, 

2 3 4 5 6 7 S 9 
2kT/!J! 

FIG. 13. Susceptibility of the antiferromagnetic case. 0, 1, 
and 2 indicate the zeroth, the first- and second-order results, 
respectively. A broken line indicates the susceptibility of a 
finite system N = 6. 
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larger than the ground-state graph component at 
low temperatures. 

Numerical results in the present paper, especially 
satisfactory agreement of the ground-state energy 
and slow convergence of the low-temperature sus­
ceptibility, seem to show that the perturbation 
H A + H B is much better than to regard only 
H B as a perturbation, but is still not small when J I 
becomes of the comparable order of J.L' 

A method to improve the approximation is to be 
mentioned; that is, to determine the perturbed part 
of the Hamiltonian so as to eliminate all graphs with 
self-closed lines. The Hartree-Fock approximation29 

can be reproduced as a result of the first-order pertur­
bation in this method. Ferromagnetic spontaneous 
magnetization has been obtained by this method. 
Detailed discussions and calculation up to second 
order is to be reported in another paper. The value 
of the antiferromagnetic susceptibility at absolute­
zero temperature has been evaluated to be 0.2800 
(first approximation) and 0.2590 (second approxima­
tion). The values in the present paper are to be 
compared with these values, and also with 0.2372 
(Hulthen, Ref. 11),0.2222 [Y. M. Fain, referred to in 
Soviet Phys.-JETP 15, 131 (1962)], and 0.2024 
[R. Griffiths, Phys. Rev. 133, A768 (1964)]. 
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APPENDIX I. DIRECT MULTIPLE-POWER-SERIES 
EXPANSION 

Direct power-series expansion of the partition 
function in terms of K z , K v, K., C has been carried 
out to check the proceding results. In this section we 
consider a system 

(ll) 

It is to be noticed that the exchange term and 
Zeeman term do not commute. We expand (ll), 

Xldl r--------------.... 
N;;;t 

1.6 

23456789 
2kT/IJI 

FIG. 14. Anomalous graph component (denoted by 1) and 
ground-state graph component (denoted by 2) of the second­
order corrections to the susceptibility. 

Z = tr 1 + tr L: KUZUZ+l + tr L: Cu~ 

+ i! tr [(L: K UIUZ+1)2 + L: KUZUZ+l L: Cu~ 

+ L: Cu~ L: KUzuz+1 + (L: CU;)2] 

1 + 3! tr [ ... ] + ... 

= 2N + ! tr {tN(Ku1U2)2 + tN(KulU2)(Ku2Ua) 

+ l6(N2 - 2N)(KulU2)(KuaU4) 

+ tN(KulU2)(CU~ + Cu~) 
+ l(N2 - 2N)(KulU2)CU; 

+ tN(Cu~ + CU~)(KU1U2) 
+ l(N2 - 2N)Cu;(KulU2) + !N(CU:)2 

+ tcN2 - 2N)Cu~u;} + .... 

(12) 

(13) 

(13) 
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In (1-2) space, 

K. K. - K. 

-K. K.+K. 

K.+K. -K. 

K. 

C 

C(T~ = 
C 

-C 

-C 

C 

-C 

C 

-C 

Hence 

In this way we can get the high-temperature 
series expansion in terms of K., K., K., and C. The 
result up to fourth order is 

1· liZ Im- og-
N~'" N 2N 

= !(K! + K! + K~) + !C
2 

- K.K.K. + C2
K. 

- fi[K; + K! + K; + 4K!K! + 4K!K~ 

(15) 

Equation (1.5) with K. = K. agrees with the expan­
sion (8.1)-(8.8). When K. = K. = K., more terms 
are available: 

1· liZ 1 h C 1m - og - = og cos 
N~'" N 2N 

+ (jK2 _ K3 - tK4 + 3K5 + ¥oK 6 + ... ) 

+ tanh2 C(K - -tK3 + !K4 + ¥K5 + WK6 + ... ) 
+ tanh4 C(-jK2 - K3 + ¥-K4 + ... ) 

+ tanhs C(¥K3 + 4K4 + ... ) 
+ tanh8 C(- ¥K4 + ... )+ ... 
= iK2 - K3 - tK4 + 3K5 + ¥oK6 + 

+ !C2(1 + 2K - -iK3 + ¥K4 + ¥K5 

+ WK6 + ... ) + C4(-iK - jK2 + ... ) 
+ .... 

(16) 

(17) 

Equation (17) is a Kirkwood-type expansion ob­
tained by Rushbrooke and Wood, and (16) is 
Opechowski-type expansion. 

APPENDIX II. ASYMPTOTIC EXPANSION OF Am.n 

From the definition (7.1), it is easily seen that 

21!" Am ... = - cosm w tanhn (2K cos w) dUJ 
7r 0 

(m + n even) (III) 

=0 (m + n odd). (112) 

Am.n is an even function of K for an even n and an 
odd function for an odd n. Except the case n = 0, it 
has an essential singularity at K = ex> and the 
asymptotic expression for large values of K will be 
derived in this appendix. 

Differentiation with respect to Kleads immediately 
to a recurrence relation 

A m+1 •n +2 = A m +1.n 

- lI/2(n + I)](d/dK)Am,n+l' (113) 

Particularly, for m = 0 and m = 1, (113) becomes 

A 1 ,2n+l = A1,2n-l - (I/4n)(d/dK)A o,2n, 

and 

- [1/2(2n + I)](d/dK)A1.2n+l. 

(114) 

(115) 

Noticing the following transformation of an integral, 

1
1 .. 
° (1 - cos2 w) tanh2n

+
2 (2K cos w) dUJ 

= f" (1 - cos2 w) tanh2n (2K cos w) dUJ 

+ 1 Ii'" a h2n+1 (2K ) d 2K(2n + 1) ° Slllw ow tan cosw w, 

and performing partial integration in the last term 
of the above expression, we obtain another recurrence 
relation, 
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A O•2n+2 = A O•2n - A2.2n + A2.2n+2 

- [1/2K(2n + l)]A1.2n+l' (116) 

Equations (115) and (116) lead to an important 
recurrence relation 

lId 
Ao.2n+2 = A O•2n - 2(2n + 1) K dK (KA1.2n+l)' (117) 

Now 

(118) 

where rex) denotes the gamma function. 
On the other hand, a derivation of the asymp­

totic expression of A2m +1 •1 is a complicated procedure. 
In the integrand in the rhs of (III) with n = 1, 
tanh (2K cos w) is expanded in power of an exponen­
tial function. Changing the order of the integration 
and the summation, we have 

00 

A 2m+1 • 1 = 1(0) + 2 L 1(4Kp) (K > 0), (119) 

where 

lex) = 2 ~ £. r(q + t)r(2q + 2m + 2) 
11" .-0 r(q + 1) 

(1113) 

where 

X 1-(m+N+!)HOO r(-2t)r(t + ma+ 1) X21 dt. (1114) 
-(m+N+!J-ioo ret + m + 2) 

It is shown that 

x 1100 

r(3 + 2m + 2~ - 2iT) 
_00 r(-N + ~T) 

X r( - N - t + iT) dT I ' (x > 0) 

and the integral in the right-hand side converges to a 
constant which is independent of x.30 

lex) = ~ i tr 
COs

2 m+ 1 
W exp (-X cos w) dw, 

11" 0 

Now the asymptotic expression of A2m + I •1 is 
(1110) given by 

and in particular 

1(0) = (1/1I"i)[r(m + l)/r(m + !)]. (1111) 

Making use of Mellin integral representation 

1 1-1+. 00 

exp (-z) = -2 . r( -s)z' ds, 
11"~ -i-'OO 

(1112) 

and changing the order of integration in rhs of 
(1110), we have 

1 21-i+' oo ii r 

lex) = -2 . - r( -s)x' ds coS·+
2
m+

1 
W dw. 

1I"t 11" -i-'OO 0 

The integral with regard to w is expressed in terms of 
gamma functions, and the introduction of a new 
variable t = ts leads to 

l( ) = _1 ~ 1-1
+

ioo 

r( -2t)r(t + m + 1) 21 dt 
x 211"i 1I"i -i-i oo ret + m + !) x . 

In the left half of the complex t plane, the integrand 
has simple poles at t = - (m+ 1) -q(q=O, 1,2,3,. .. ) 
on the real axis. Then the path of integration is 
shifted to the left-hand side and decomposed to a 
straight line from - (m +! + N) - i co to 
- (m + ! + N) + i co and a contour that encircles 
counter-clockwise around the (N + 1) poles on the 
real axis between t = - (m + ! + N) and 
t = - (m + !), as shown in Fig. 15. Then we obtain 

A2m+I •1 = m!/IIJ r(m + !) 
+ ~ £. r(q + t)r(2q, + 2m + 2) 

11" .-0 q. 
00 

X L (_1)"(4Kp)-2m-2.-2 + O(K-2m-2.-3) 
»-1 

1 m! 2 N 

= ! rem + ;!) - =t L B m +.+ 1 
11" 2 11" .-0 

X (1 - 2-2Q-2m-l)r(q + t) (~)2.+2m+2 
(2q + 2m + 2)q! 2K 

+ O(K-2N-2m-3). (1115) 

In the derivation above, we have used the formula 

(n ;::: 2), 

where Bn denotes a Bernoulli's number.31 

If Ao.o and Au are once known, the asymptotic 
expression of Ao .2n and A 1 •2n + 1 are obtained by suc­
essive use of (114) and (117). Further, it is easily 
shown that the knowledge about A 2m+ I •1 (or A 2m+ 2 .0), 

together with the knowledge about A 2m .2n (or 

30 A. L. Dixon and W. L. Ferrar, Quart. J. Math. 7, 81 
(1936). 

31 The definition of Bernoulli's number is the same as 
that of E. T. Whit-taker and G. N. Watson, A Course of 
Modern Analysis (Cambridge University Press, Cambridge, 
England, 1935), 4th ed. 
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Re 1 - - (m+i+NI f 
R"=-4 

o 

I 

FIG. 15. Paths of the 
integration in the t plane. 

A 2m+1 ,2,,+1) leads, through the recurrence relation 
(II3), to the asymptotic expression of A 2m+1.2n+l 

(or A 2m+2 .2 .. ). 

The asymptotic expansion of Am.n has been ob­
tained by Mazo using another method (private 
communication). 

JOURNAL OF MATHEMATICAL PHYSICS 

APPENDIX m. 
Errata to "Statistical Mechanics of the Anisotropic Linear 

Heisenberg Model" 

SHIGETOSHI KATSURA 
[PhY8. Rev. 127, 1508 (1962) and Phy •• Rev. 129. 2835 (1962)] 

Page 1509, line 3, left column, "(not the Bethe­
Hulthen cyclic condition)" should be deleted. 

Page 1509, line 15, left column, tim = g!LB" should 
read" m = g!LB/2". 

Page 1509, one line from the bottom, and page 
1510, line 3, "J." should read" J ./2". 

Page 1510, six lines from the bottom, "wk=27rk/N" 
should read "Wk = 7rk/N". 

Page 1515, Fig. 2, Curve (iv,) contains a numeri­
cal error and should be deleted. 
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On the Theory of Randomly Dilute Ising and Heisenberg Ferromagnetics 

G. S. RUSHBROOKE 

Physics Department, University of Newcastle upon Tyne, England 
(Received 11 February 1964) 

The Brout expansion for the free energy of the Ising or Heisenberg model is formally summed over 
all interaction graphs with not more than m vertices: the result is expressed in terms of the partition 
functions of isolated physical clusters, again having not more than m vertices. These partition func­
tions are multiplied by occurrence factors closely related to the occurrence factors for the corresponding 
isolated physical clusters in a randomly dilute ferromagnet at low concentrations of the magnetic 
elements. Comparison is made with earlier work on the randomly dilute Ising and Heisenberg models. 

1. INTRODUCTION 

IN a series of recent papers, l Morgan and the 
author have developed a theory of the randomly 

dilute Ising and Heisenberg ferromagnetic models. 
These models are defined by the Hamiltonians 

:JC = -2J ~ S~il Sij) - g{3H ~ siil, (1) 
(ii) 

and 

:JC = -2J ~ S<O· S(i> - g{3H ~ S~il, (2) 
(in i 

respectively, where J is a positive exchange energy, 
S (i) is a spin vector, with components (S~i), S~i), 
S~il), located at site i of a physical lattice, g a 
gryomagnetic ratio, fJ the Bohr magneton, H an 
external magnetic field (in the 3-direction), and (ij) 
means that sites i and j are nearest neighbors on 

1 G. S. Rushbrooke and D. J. Morgan, Mol. Phys. 4, 1 
(1961); D. J. Morgan and G. S. Rushbrooke, ibid., 4, 291 
(1961); 6, 477 (1963). 

the lattice. For the randomly dilute problems we 
impose the further restriction that the sites of the 
physical lattice are occupied at random by magnetic 
and nonmagnetic elements, of which a proportion 
p are magnetic. There is no spin variable associated 
with a nonmagnetic site. 

The theory has been based on the two equations 

(3) 

and 

x9 = !S(S + 1)P[ 1 + ~ 04.(9)p" ] ' (4) 

in which 9 is the reduced temperature, kT / J, X the 
reduced susceptibility, Jx/Nr/rl, where N is the 
total number of lattice sites, and S is the maximum 
value of S~i). Equation (3) is essentially an ex­
pansion of susceptibility in powers of inverse tem-
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1. INTRODUCTION 
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author have developed a theory of the randomly 

dilute Ising and Heisenberg ferromagnetic models. 
These models are defined by the Hamiltonians 

:JC = -2J ~ S~il Sij) - g{3H ~ siil, (1) 
(ii) 

and 

:JC = -2J ~ S<O· S(i> - g{3H ~ S~il, (2) 
(in i 

respectively, where J is a positive exchange energy, 
S (i) is a spin vector, with components (S~i), S~i), 
S~il), located at site i of a physical lattice, g a 
gryomagnetic ratio, fJ the Bohr magneton, H an 
external magnetic field (in the 3-direction), and (ij) 
means that sites i and j are nearest neighbors on 

1 G. S. Rushbrooke and D. J. Morgan, Mol. Phys. 4, 1 
(1961); D. J. Morgan and G. S. Rushbrooke, ibid., 4, 291 
(1961); 6, 477 (1963). 

the lattice. For the randomly dilute problems we 
impose the further restriction that the sites of the 
physical lattice are occupied at random by magnetic 
and nonmagnetic elements, of which a proportion 
p are magnetic. There is no spin variable associated 
with a nonmagnetic site. 

The theory has been based on the two equations 

(3) 

and 

x9 = !S(S + 1)P[ 1 + ~ 04.(9)p" ] ' (4) 

in which 9 is the reduced temperature, kT / J, X the 
reduced susceptibility, Jx/Nr/rl, where N is the 
total number of lattice sites, and S is the maximum 
value of S~i). Equation (3) is essentially an ex­
pansion of susceptibility in powers of inverse tem-
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perature, which should be useful at sufficiently high 
temperatures. Equation (4) is similarly an expansion 
of the susceptibility in powers of the concentration p, 
which we might expect to be useful for small con­
centrations of magnetic elements. The leading term 
in both these expansions is the purely paramagnetic 
term which must obtain both at sufficiently high 
temperatures when the coupling between neighboring 
spins is insignificant, and also at sufficiently low 
concentrations when the magnetic elements will be 
essentially isolated. We must stress, of course, that 
these magnetic elements are assumed to be dis­
tributed at random on the lattice, and not in ac­
cordance with energetic considerations. A similar 
theory, but based on Eq. (4) only, has been de­
veloped independently by Elliott and Heap.2 

Now Rushbrooke and Morgan were led to Eq. (4) 
by first evaluating the coefficients al(p) ..• a6(p) 
of Eq. (3) and then noticing that it was possible to 
pick out the terms linear in p not only from these 
first six coefficients but from the whole series 
n = 1 .... This derivation al(O) has never been 
published, because having found the answer it was 
at once clear that the same result could be obtained 
much more simply by classifying the physical 
clusters of neighboring magnetic elements, them­
selves isolated by nonmagnetic elements, which 
must occur on the lattice at sufficiently low concen­
trations; and then summing the products of the 
susceptibility of each type of cluster and the number 
of such clusters expected to occur. 

It seems desirable, however, to discuss more pre­
cisely in what sense, if any, Eq. (4) is a rearrange­
ment of Eq. (3). One reason for this is that Eq. (4), 
the coefficients in which have been derived by con­
sidering isolated physical clusters, does in fact prove 
useful for values of p which are not small. Indeed, 
if we expand the coefficients an(O) in inverse powers 
of 0 and collect together terms in successive powers 
of 1/0 we recover the coefficients anCp) of Eq. (3), 
at least as far as comparison is possible; and these 
coefficients an(p) make sense even when p = 1, 
i.e., when dealing with a purely magnetic substance. 
On the other hand there are certainly no isolated 
physical clusters to serve as a basis for discussion 
when p = 1. 

The main motivation for the present work has 
been the desire to clarify this matter. We shall start 
by considering the purely magnetic case (p = 1), 
and then pass to the randomly dilute case. 

2 R. J. Elliott and B. R. Heap, Proc. Roy. Soc. (London) 
A265, 264 (1962); B. R. Heap, Proc. Phys. Soc. (London) 82, 
252 (1963). 

2. GENERAL THEORY, WHEN P = 1, BASED ON 
THE BROUT EXPANSION 

We shall work in terms of the Heisenberg Hamil­
tonian (1), and write 

(5) 

where Xl denotes the pair interaction term and 3Co 
the Zeeman term. 

The free energy of the system at temperature T 
is thus given by 

F = -kTInZ, (6) 

where 

Z = tr exp (-X/kT). (7) 

Since Xo and Xl commute, we can write Z = ZOZl 
where 

Zo = tr exp (-Xo/kT) = [Q(l)t, 

with 

Q(l) = tr exp [(gfjH/kT)S3] (8) 

and 

Zl = < exp [~~ (~ S(')· S(j) J) (0)' (9) 

where, for any operator 0, 

(0)(0) == tr (Oe-X,/kT)/tr (e-X'/kT). 

If we expand the exponential in (9) in powers of 
J /kT, we obtain a high-temperature expansion of 
the partition function Zl. For the Heisenberg model 
with which we are here concerned, this high-tem­
perature expansion was first introduced by Opechow­
ski3

j the most complete study to date is that of 
Rushbrooke and Wood.' In the details of this ex­
pansion, when calculating the term pertaining to 
(J /kT)" we are concerned with n-line interaction 
graphs, not necessarily connected, with each of which 
is associated (i) a trace, or moment, and (ii) an 
occurrence factor. Of these (i) is associated with 
the graph itself, as an abstract entity and (ii) intro­
duces the structure of the lattice to which the 
Heisenberg model is related. 

For calculating, say, the leading coefficients in 
the high-temperature expansion of the zero-field 
susceptibility, this Opechowski method is quite con­
venient. But for general theoretical work it is easier, 
as well as more elegant, to write 

F = -NkT In Q(l) + F l , (10) 
a W. Opechowski, Physica 4, 181 (1937). 
4 G. S. Rushbrooke and P. J. Wood, Mol. Phys. 1, 257 

(1958). 
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where Fl = -kT In Zl, and to consider not the 
above expansion of Zl but the corresponding ex­
pansion of Fl' This latter expansion is due to Brout; 
a particularly lucid exposition of the theory has 
been given by Horwitz and Callen.5 

In this Brout expansion of F l , the term per­
taining to (J IkTf in the expansion of the expo­
nential in (9) is again associated with n-line inter­
action graphs: but there are two differences between 
the present expansion and that of the partition 
function: first, we are now concerned only with 
connected (one-part) graphs, and, secondly, asso­
ciated with any such graph is not the moment (trace) 
of the operators concerned but the corresponding 
cumulant. 

There are, of course, many topologically different 
connected n-line interaction graphs, and we shall 
label these with the indices (n, t), where t runs over 
the various types of n-line graph. For the nearest­
neighbor-interaction problem with which we are 
here concerned, the Brout expansion of Fl then reads 

(2J)" Fl = -kT L kT w(n.t)K(n.t)N(n.t). 
(n. t) 

(11) 

In this equation, K(n.t) denotes the cumulant func­
tion associated with the (n, t) interaction graph; 
it is an intrinsic property of this graph (and for 
our present purposes we have no need to be more 
precise). 

The symbols W(n.t) and N(n.1) denote pure num­
bers. For defining them, it is convenient to introduce 
the following language to describe the abstract (non­
localized) interaction graphs. Any such graph con­
sists of points (vertices) joined by lines; each line 
links two, and only two, distinct vertices. In an 
(n, t) graph there are n-lines, whereby all the vertices 
are mutually connected. If two vertices are joined 
by a line we shall call them bonded. If they are 
joined by k lines we shall speak of a bond of multi-

-, <:>' ~, ... 

plicity k. Then 

W(n.t) = 1/II k.l, . 
where s runs over the bonds of the (n, t) graph, 
and k. is the corresponding multiplicity. Thus 
W(n.t), like K(n.l), is an intrinsic property of the 
abstract (n, t) graph. On the other hand, N(n.!) 
introduces the structure of the physical lattice to 
which the Heisenberg model refers. And this occur­
rence factor, as we shall call it, is most unambig­
uously defined for a given graph by regarding (for 
this one purpose only) the vertices of the graph as 
labeled. Let X(n.!) be the number of ways these 
labeled vertices can be identified with the dis­
tinguishable (localized) sites of the underlying physi­
cal lattice to which the Heisenberg Hamiltonian 
refers, such that (a) no two vertices are identified 
with the same lattice site, and (b) each bond of the 
graph implies that the corresponding vertices are 
identified with nearest-neighbor sites on the lattice. 
Then 

(12) 

where S(n.l) is the symmetry number of the (n, t) 
graph, i.e., the number of ways such a graph with 
labeled vertices can be superimposed on another 
such graph (identical apart from the vertex labelings) 
so that only bonds of equal multiplicity are in 
coincidence. Since X (n. t) introduces the physical 
lattice structure, N (n. t), unlike the other terms in 
(11), introduces this physical lattice structure into 
the expression for the free energy Fl' 

3. BASIC GRAPHS 

At this point it is convenient to introduce the 
concept of graphs of a given basic type. Two graphs 
will be said to be of the same basic type if they 
differ only in the multiplicities of their bonds. Thus 
the graphs 

are all of type -- , 
----, <:x::::> > ~, ••• are all of type , 

and so on. We shall denote these basic graphs by 
the indices (m, T), where m specifies the number of 
vertices and T distinguishes between different types 
of basic graph with the same number of vertices. 
Then for all graphs (n, t) corresponding to the same 
basic type (m, T), X(n.1) is the same, and may con-

6 G. Horwitz and H. B. Callen, Phys. Rev. 124, 1757 
(1961 ). 

veniently be denoted X(m .• ). Associated with a basic 
graph there is an occurrence factor N(m.d defined by 

where S(m . .) is the symmetry factor of the basic 
graph; and thus (11) can be written 

Fl = -kT L fm.TN(m.T)' (13) 
(m,T) 



                                                                                                                                    

ISING AND HEISENBERG FERRO MAGNETICS 1109 

where 

(14) 
[all (n, t) for fixed (m, 7")]. 

Equation (13) is the basic formula of the present 
study. It expresses the interaction free energy as a 
linear combination of contributions from basic 
connected graphs (i.e., connected graphs without 
multiple bonds). The factors fm.T are complicated 
functions of temperature, to be discussed more fully 
below; but specifying a basic graph specifies the 
function fm.T' On the other hand, to specify the 
number N{m.T) we need not only the specification 
(m, 7") of the basic graph but also to know the struc­
ture of the physical lattice to which the Heisenberg 
model refers. It is these occurrence factors N{m.r> 

which serve to differentiate one physical lattice from 
another. Table I expresses these occurrence factors, 
for basic graphs with m = 2, 3, and 4, in terms of 
appropriate lattice parameters. The notation is 
taken from Rushbrooke and Morgan. l z is the 
lattice coordination number; Nzr,,/2n is the number 
of (unlabeled) closed, noncrossing circuits of n points 
on the lattice (passing always from a lattice site 
to one of its nearest neighbors); and -hNzql is the 
number of tetrahedra of nearest neighbors occurring 
on the lattice. 

(m,1') 

1 

2 

3a 

3b 

4a 

4b 

4c 

4d 

4e 

41 

TABLE I. Occurrence factors. 

Basic Graph 

• 

-

--< 
-<1 
o 
IZ1 
~ 

1 

!z(z - 1) 

!z[(z - 1)2 - T31 

lz(z - 1)(z - 2) 

!z(z - 2)T3 

tZT3(Ta - 1) 

We have included an isolated point among the 
basic graphs, although it does not occur in the ex­
pansion (13), for reasons which will be apparent 
shortly. 

Now the crux of the whole matter is that Eq. (13) 
applies not only to an essentially infinite regular 
physical lattice (such as the body-centered cubic 
lattice), but to any arbitrary set of points among 
which lInearest neighbors" are defined, i.e., to any 
arbitrary set of points joined by bonds. (Some notes 
on the derivation of the Brout formula are relegated 
to an Appendix.) We shall call such bonded point 
sets "finite lattices"-though the points concerned 
are by no means necessarily all equivalent. In par­
ticular, Eq. (13) applies to the finite lattices illus­
trated by the basic graphs of Table r. And it is 
this which enables us to determine the functions fm,T' 

4. SUCCESSIVE APPROXIMATIONS TO THE 
FREE ENERGY F 

For any finite lattice we shall denote the partition 
function relative to the Hamiltonian (1) in which , 
now the labels i, j refer to the sites of this finite 
lattice, by Q. For such a finite lattice, however ir­
regular, the two parts of Je, Jel and JeD, still commute 
and the general formalism continues to apply. Then, 
from (10) and (13), 

In Q = L fm.Tn{m,T)' (15) 
(m,T) 

where in (15) the set (m, 7") includes the isolated 
point, fl = In Q(l), and we use n{m.T) rather than 
N{m.T) since we are dealing with a finite lattice. 

Let us denote by p{m) that approximation to the 
free energy of a macroscopic physical lattice which 
results from summing over all graphs, in (11) or 
(13), having not more than m vertices. Then 

P{m) -- kT "f N - £.oJ m',T' (m'.T'), 
(m' ,T') 

(m 2 m' 2 1), (16) 

and to find the functions fm' .T' in (16) we need only 
apply (15) to a set of finite lattices which have the 
structures of the basic graphs with which we are 
concerned. 

To illustrate the general case, we shall write down 
the equations (15) for the ten finite lattices illus­
trated (as basic graphs) in Table 1. By inspection, 
these are 

In Q(l) = fl' 

In Q(2) = f2 + 2fl, 

In Q(3a) = faa + 2f2 + 3fl' 
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In Q(3b) = lab + 3/3a + 3/2 + 3/1, 

In Q(4a) = I'G + 2/3« + 3/2 + 4h, 

In Q(4b) = lu + 3/h + 3/2 + 4/1, 

In Q(4c) = I,. + lu + 2/'G + lab + 51aG + 412 + 411' 

In Q(4d) = I'd + 4/,« + 41aa + 412 + 411' 

In Q(4e) = 1,< + I'd + 41,. + 2/'b + 6/4« 

+ 213b + 81aa + 512 + 4h, 

In Q(4f) = 141 + 61'0 + 31'd + 12/4. + 41'b 

+ I21h + 41ab + I21aG + 612 + 4/1' 

These equations can be solved successively for 
h ... I,/) in terms of Q(I) ... Q(41), and the results 
then substituted into equation (16), in which we 
take the coefficients N(m' .T') from Table I. We thus 
find 

where 

A~')IN = 1 - z + !z(z - 1) - ~(z - I)(z - 2), 

Ai') IN = !z - !z(2z - 2 - ra) + !z[(z - 1)2 - ra] 

+ !z(z - I)(z - 2) - z(z - 2)ra + lzra(ra - 1), 

A!!) IN = !z(z - 1 - ra) - z[(z - 1)2 - ra] 

- !z(z - 1)(z - 2) + !z(z - 2)ra 

+ !zr, - 2zra(ra - 1) + !zql, 

A~!) IN = ~a - !z(z - 2)ra + !zra(ra - 1) - ~ql' 

A!!) IN = !z[(z - 1)2 - ra] - z(z - 2)ra 

- !zr, + !zra(ra - 1) - !Zql, 

A!!) IN = ~(z - I)(z - 2) - !z(z - 2)ra 

+ !zra(ra - 1) - ~ql' 

A!!) IN = !z(z - 2)ra - zra(ra - 1) + !Zql, 

A!:) IN = izr, - Fa(ra - 1) + iZql' 

A!!) IN = lzra(ra - 1) - izql' 

A!~) IN = -.hzql' 

Although a little lengthy, these expressions have 
been given in full in order to stress their relationship 
with similar expressions already published elsewhere 
by Rushbrooke and Morgan. l These latter expres­
sions, which we shall here denote by A~~!(p), ex­
pressed, as polynomials in p through terms in p\ 
the numbers of physical clusters of magnetic ele­
ments having structures of types (m, 1') to be found 
in a randomly dilute lattice in which a fraction p of 

sites is occupied by magnetic elements. They are 

A~')(P)IN = p - zp2 + !z(z - l)pa 

- iz(z - I)(z - 2)p', 

A~')(P)IN = !zp2 - !z(2z - 2 - ra)pa 

+ {!z[(z - 1)2 - ra] + !z(z - 1)(z - 2) 

- z(z - 2)ra + lzra(ra - 1) }p4, 

A~!)(P)IN = !z(z - 1 - ra)pa - {z[(z - I? - ra] 

+ !z(z - 1)(z - 2) - !z(z - 2)ra 

- !zr4 + 2zra(ra - 1) - !zqtlp' 

A~!)(P)IN = ~apa - {!z(z - 2)r3 

- !zra(ra - 1) + iZql }p' , 

and 

A (')(p) = A w p' 
4.1' 4,1' (1' = a ... f). 

In all cases, A~~! = A~~!(p) with p = 1. Indeed 
we can say more. If we had multiplied the occurrence 
numbers N( ... Tl of Table I by pm before computing 
the coefficients A~~! we should simply have obtained 
the coefficients A~~!(p) already listed by Rush­
brooke and Morgan. And this, of course, is just 
what we should have to do if using the Brout ex­
pansion to calculate the free energy of a randomly 
dilute lattice. 

Before proving this result quite generally, i.e., 
for all orders of approximation, we shall state it 
formally. In order to do so, it is convenient to intro­
duce the following notation: 

A basic graph of m vertices will be denoted, as 
above, by the suffices m, T in curved brackets, 
i.e., (m, T); the corresponding physical cluster 
will be denoted by the same suffices in square 
brackets, i.e., [m, T]. 

As isolated entities, these finite sets of bonded 
points are, of course, identical. But if we ask how 
frequently these occur on a lattice, finite or infinite, 
the answers are different. Thus the basic graph (3a) 
occurs, on an effectively infinite lattice of N points, 
!Nz(z - 1) times; whereas the physical cluster [3a] 
occurs !Nz (z - 1 - r3) times. Two points of a 
physical cluster are not allowed to be nearest 
neighbors unless already joined by a bond, in the 
definition of the cluster. To further emphasize this 
distinction, we shall denote the number of occur­
rences of the basic graph (m, 1') on an effectively 
infinite physical lattice by N(""T) as above; and 
denote the corresponding number of occurrences of 
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the physical cluster [m, T] by N(fM].6 In the case 
of randomly dilute infinite physical lattices, having 
a concentration p of magnetic elements, for suffi­
ciently small p these elements will necessarily be 
grouped in finite physical clusters. And the number 
of such clusters of type [m, TJ denoted by P{m,T](P) 
will be given by 

P1m,T](P) = L N[m,T].p"'{1 - p)', (17) 

where N1m,Tl. is the number of ways we can choose, 
on an effectively infinite physical lattice of N points, 
a physical cluster of type [m, T] having 8 nearest 
neighbors on the lattice (not themselves included in 
the cluster). Here we require the factors pm in order 
that each site of the cluster shall itself be occupied 
by a magnetic element, and the factors (1 - p)' 
in order that the cluster shall be an isolated group, 
surrounded by nonmagnetic elements. We denote 
the terms through p'" in P1m',T'](p) by P:::~'T'](P). 
Then our theorem is 

set m'. LetN,m ..•• ;k] be the corresponding occurrence 
number on a physical lattice. We have in mind an 
effectively infinite physical lattice, but this is not 
essential. N 1m• .T';"] is the number of ways we can 
select m' + k lattice points in accordance with the 
prescription [m', T'; k]: specifying not only the 
m' + k points but also which comprise the subset 
[m', T']. Then Eq. (17) reads 

p["' ..•. j(p) = pm' L (-lyp"N[m •.•• ;lr.l. (21) 
k 

Let T denote the matrix of coefficients relating 
the j's to the In Q's, i.e., 

where tl:::::;!.) is the number of ways the basic 
graph (mil, Til) can be found on the physical cluster 
[m', T'j. Tis nonsingular; in fact, det T = 1. Thus, 
in matrix shorthand, Eq. (16) reads 

-(I/kT)F(m) = (N, f) = (N, T-1In Q) 

pl:~ .T'](P) = A~":~T'(P), 

where A~"::.,(p) is defined by 

(18) = ('t-1N tin Q), 

where N, f and In Q are the vectors with components 
N(m' .•• " 'm' .~. and In Q(m', T'), brackets denote inner 

(19) products, and t is the transpose of T. For F(m) we 
work only in the space m' :$ m. Thus, from its 

(20) definition, 

where we sum over all m', T' with m' S m, and 
m ?: 1. In passing from (19) to (20) we use the 
connection between the fs and In Q's specified in 
Eq. (15). In other words A!."!~,..(p) is the coefficient 
associated with the physical cluster [m', T'] when 
that approximation to the free energy which results 
from summing the Brout expansion over graphs 
with not more than m vertices is rearranged in terms 
of the partition functions of finite physical clusters. 

5. PROOF OF BASIC THEOREM 

We now prove the theorem stated in Eq. (18). 
Let [m', T'j k] denote the set of physical clusters 

of m' + k points, of which m' have, among them­
selves, the structure [m', T'l and of which the re­
maining k points are all bonded to points of the 

6These constants, N(m,d and N[m •• ]J arise in a wide 
variety of physical problems and, in their various applications, 
have an extensive bibliography. A useful source of numerical 
values for specific lattices is provided by Appendices III and 
IV, respectively, of Domb's review article on cooperative 
phenomena in crystals.7 They are there called high- and 
low-temperature lattice constants, but the particular applica­
tion to the Ising problem which gives rise to the latter designa­
tion is not one with which we are here concerned. 

7 C. Comb, Phil. Mag. Suppl. 9, Nos. 34, 35 (1960). 

A = t-I.N, 

and, more generally, 

A(P) = t-I.N(p), 

where N(p) has components N( ....... )p .. •. Therefore 
(18) will be established if we can prove 

P(P) = t-I.N(p), 

pep) having components p[m' "'I(P), i.e., if we can 
prove 

t.P(p) = N(P), 

i.e., 

'" tl .. ·.T'l p (P) N "," .£...J (m",'T tI
) [m',r'] = (m",r">p , 

(m.' ,.,.' J 
(22) 

where Plm·.~·I(P) is given by (21). And (22) will be 
established, as an identity in p, if we can prove 

L N tm •• T ';m_"'j(-I)",-m'tl::::::;!·) 
[m' •• ' I 

= N(m".T")O", .... ", (23) 

where the summation is for m' S m. 
Equation (23) is self-evident when m = mlf, for 
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it then reads 

N "N t[m.T'1 
(m.T) = L...J [m,T'1 (m.T) , 

(m,T'l 

and simply expresses the fact that every time the 
basic graph (m, T) occurs on a physical lattice its 
m vertices occupy the sites of a cluster [m, T'l, 
which itself lies on the physical lattice. It tells us 
that the coefficient of In Q(m, T) in -F(m)(p)/kT 
is simply N[m,TIP"', where N[m.T1 is the number of 
times the physical cluster to which Q refers can be 
found on the lattice. 

To prove (23) quite generally, it suffices to prove 

"N[ .. ,TI (1)m-m't[m' .T'I £-J (m',T';m-m'] - (m",.,.") 
(m',T'] 
(m'$m) 

= t~::~~T") Om ... ", (24) 

where N[:::~';m-m'l is the occurrence number for 
[m', T'; m - m'l on [m, T], for the m vertices in­
volved in [m', T'; m - m'l must themselves occupy 
the sites of a physical cluster on the lattice. And 
(24), of course, is also self-evident when m = mil. 

The left-hand side of (24) is a function of two 
point sets, [m, T] and (mil, Til), one representing a 
physical cluster and the other a basic graph. To 
form this left-hand side, we select from [m, T] a 
second physical cluster [m', T

/
], take (-1) .. -m', 

multiply by the number of times (mil, Til) occurs 
on [m', T

/
], and sum over all permissible choices of 

the cluster [m', T/]. Now we can express this dif­
ferently: let us first choose a position of (mil, Til) 
on [m, T], then choose [m', T/] containing (mil, Til) 
and contained in [m, T], and sum the quantity 
(_1)m-m

l over both these choices. We again obtain 
the left-hand side of (24), and we wish to prove that 
the sum vanishes if mil < m. To prove this, we prove 
the stronger theorem that the sum vanishes when 
we consider a fixed position of (mil, Til) on [m, T] 
and sum only over possible choices of [m', T/] con­
sistent with this. More precisely, on a physical 
cluster [m, T] we first specify a basic graph (mil, Til), 
i.e., we pick out mil points themselves forming a 
connected set: let us label these points A. We then 
extend this fixed set A by adding to it (m' - mil) 
further points B, so that the A's and B's together 
form a connected (i.e., bonded) set on [m, T]. If 
there are any points of [m, T]left over, we shall call 
these points C: let the number of them be k. Then 
we require to sum the quantity (_1)k over all 
choices of the points B (including the null set) 
subject to the one condition that all C points are 
bonded on [m, T] to either A's or B's. And we wish 
to prove that this sum vanishes if mil < m. 

To prove this theorem we shall introduce the 
following language. The points A on [m, T] will be 
called its center: the neighbors of A's, not them­
selves central points, will be called the first shell: 
neighbors of first shell points, not themselves in the 
center or first shell, will be called the second shell, 
and so on. The last set of sites of [m, T] reached in 
this way will be called its edge; the previous shell 
will be called the subedge. 

We now observe, first, that if all the subedge 
sites are B's, any edge site can be either B or C. 
Thus for those labelings of the points for which all 
the subedge sites are B's, 2: (_1).1: certainly van­
ishes, contributions canceling in pairs. Secondly, 
the subedge sites, or indeed, the sites of any inner 
shell, cannot all be C's, for this would cut off the 
outer sites, preventing them from being occupied 
either by B's forming a connected set with the A's, 
or by C's bonded to A's or B's. In proving that the 
permissible allocations of B's and C's to the non­
central sites of [m, T] give contributions to 2: (-1l 
which cancel in pairs, we shall make use, essentially, 
of these two elementary observations. 

Consider the center (A's) and the first shell. 
Allocate B's and C's to the first shell. Not all alloca­
tions are permissible (e.g., not all C's if there are 
further sites), but this does not matter; if we choose 
an impermissible allocation, it will simply prove 
impossible to carry out the scheme. As far as outer 
points are concerned, these C's on first shell sites 
are "dead" points; they do not serve to connect 
B's to the A's nor to provide A or B neighbors for 
further C's. We therefore remove these points (and 
the bonds attached to them). If the allocation of 
C's to the first shell sites was permissible, we are 
left with a connected graph, for a detached part 
would consist of sites blocked by these C's from the 
A's, and could therefore hold neither B's nor C's. 
This new connected graph has as center the original 
A's and the B's in the original first shell. We now 
do the same thing again. Of course not all sites in 
the second shell of the original graph are in the first 
shell of this new graph, but this does not matter. 
Allocate B's and C's to the first shell of the new 
graph and remove the C sites. If the allocation was 
permissible, we are left with a connected graph, with 
an enlarged center of A's and B's, and so on. Event­
ually we reach an edge for which the subedge is all 
B's. The edge sites can be B or C, and the cont.ri­
butions cancel in pairs. 

Finally, we observe that any permissible alloca­
tion of B's and C's to the sites of [m, TJ is described 
in this way, and uniquely so. Each labeled diagram 
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is counted once, and once only. Their contributions 
to :E (_I)k cancel in pairs. The condition m > mil 
simply enables us to get started on this scheme. 

6. SUMMARY AND FINAL COMMENTS 

Having thus established the equalities (24), (23), 
(22), and (18), it is useful to summarize precisely 
what has been proved. 

We start with the Brout high-temperature ex­
pansion of the free energy and sum this over all 
interaction graphs having not more than m vertices. 
The result may be written, for a pure ferromagnetic, 

-F(m)/kT= :E A~":~T,lnQ(m',r'), (25) 
[m',T') 

and for a randomly dilute ferromagnetic, with a con­
centration p of magnetic elements 

-F(m)/kT = :E A~":~T'(P) In Q(m', r'). (26) 
[m ' ,.,.'] 

In these equations, the partition function Q(m', r') 
refers to an isolated physical cluster of structure 
[m', r'l. The coefficients A~":~T' (p) are polynomials 
in p of degree m (or less), given by the expression 

L N[m'.T'J.pm'(1 - p)" . 
truncated after the mth power of p; see (17) and (18). 
This expression, untruncated, can be interpreted, 
for sufficiently small p, as the number of isolated 
clusters of type [m', r'l to be found on the randomly 
dilute physical lattice. But A~":~T' (p) is still given 
by this rule even when p is not small. In particular, 

A~":~T' = A~":~T,(I). 

Since F (m) does justice to all graphs with not 
more than m vertices, and these vertices are neces­
sarily connected, if we evaluate the partition func­
tions Q(m', r') for H = 0 and then expand the 
expression 

:E A~":~T'(P) In Q(m', r') 
lm ' ,?,') 

in powers of 1/0, we shall necessarily reproduce the 
true high-temperature expansion of F /kT when 
H = 0, up to and including the term in 1/8m

-
I

; 

there are, of course, basic graphs of m links and 
m + 1 vertices (trees).8 

We have worked in terms of the free energy, but 
almost identical statements can be made concern­
ing the zero-field susceptibility, which is simply 

8 Actually, the term in 1/8m is given correctly from 
F(rn) /kT. This is because the cumulants associated with the 
corresponding mth-order Brout graphs necessarily vanish 
when H = O. But when we turn to the zero-field susceptibility 
this is not so. The linear chain basic graph of m links and 
m + 1 vertices contributes to the coefficient of 1/8m in 
x(O)kT. 

-ilF/iJH2 at H = O. Thus, to find a n (8) in (4), 
we require the zero-field susceptibilities of isolated 
physical clusters of n + 1 and fewer sites [n + 1 
because a,. is associated with pn+I in the expression 
(4) for xl. And if we curtail (4) at 04.(8)p" and ex­
pand in powers of 1/8, we shall obtain aI(p) ... an(p) 
in (3) correctly for all values of p, including p = 1, 
but not the correct expressions for an+l (p) ... . 

For the particular case p = 1 (pure ferromagnet) 
these results are not particularly new. Thus Domb,9 
without giving a formal proof of the validity of the 
method, has advocated what amounts to the use 
of (25) for obtaining high-temperature series ex­
pansions, and very recently Domband WoodiO have 
used computer calculations of small cluster partition 
functions to extend the zero-field susceptibility high­
temperature expansions for open lattices, in the case 
s = t, from n = 6 to n = 8. 

Again for the pure ferromagnetic case, p = 1, 
reference must also be made to the recent work of 
Strieb, Callen, and Horwitz. ll These authors have 
considered what amount to the first three approxi­
mations in our scheme, namely F (1), F (2), and F (3) , 

in a generalized version of the theory in which X 
is first expressed not in terms of the spin variables 
(SI, S2, S3) at each lattice site, but in terms of spin­
deviation operators SI, S2, S3 - S*; S* is finally 
chosen so as to minimize F(m). Apart from minor 
modifications to the F (1) approximation, the formal­
ism of the theory is essentially unchanged; the only 
major difference is that the partition function Q(m, r) 
has now to be evaluated not relative to the undressed 
Hamiltonian X but relative to the modified Hamil­
tonian 

X* = -2J L SW. SCi) 
(;0 

- L [gPH - 2J S*(z - l,)]S~i), (27) 
i 

where, in (27), i, j refer to the sites of the physical 
cluster [m, r], z is the coordination number of the 
underlying physical lattice, and l, is the number of 
bonds meeting at site i in the cluster [m, rj. Apart 
from making more sense at low temperatures out­
side the domain of validity of normal high-tempera­
ture expansions, this modified procedure appears to 
carry the advantage that one extra term in the high­
temperature expansion of the zero-field suscepti­
bility derived from F(m) is thereby given correctly. 
Unfortunately this treatment based on spin-devia-

9 See Ref. 7, Sec. 5.3.2. 
IG C. Domb and D. W. Wood, Phys. Letters 8,20 (1964). 
11 B. Strieb, H. B. Callen, and G. Horwitz, Phys. Rev. 130, 

1798 (1963). 
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tion operators does not generalize straightforwardly, 
along the lines of the present paper, to the case 
p<1. 

For the randomly dilute ferromagnetic problems, 
P < 1, the basic result of this paper concerning the 
inter-relationship of Eqs. (3) and (4) was known 
empirically to Rushbrooke and Morgan, I and, in­
deed, used as a checking procedure on their com­
putations. However, the formal proof is new. We 
do not wish to discuss here the use of these equations 
for estimating the dependence of Curie temperature 
on concentration. This has been done elsewhere. I

•
2 

It is arguable that the use of Eq. (4) still requires 
some further justification, but at least it is reassuring 
that this equation makes sense even for values of 
P too large for isolated physical clusters of magnetic 
systems to play any role in determining the macro­
scopic properties of the assembly. 
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APPENDIX 

Suppose that a physical quantity Z has an ex­
pansion, in powers of a parameter x, which can be 
written 

Z = 1 + xM I + (x2/2!)M2 + ... 
+ (xn/n!)M" + ... (lA) 

We shall refer to the coefficients M I, M 2 .,. as 
moments. Then In Z has the expansion 

In Z = xK I + (x2/2!)K2 + ... 
+ (xn/n!)Kn + (2A) 

and we shall refer to the coefficients K I , K2 '" as 
cumulanls. Kn is determined by the moments 
M I , ••• Mn; in fact, from the expansion of In (1 + y) 
in powers of y, 

K" = n! E (-I)k-1(k - 1)! 
k 

But n! E l/ill (l !fln/!, subject to E lnl = n, 
L n l = k, is the number pen, k) of partitions of n 
quantities into k groups (where the sequence within 
any group and the sequence of the groups are of no 
consequence). Let us denote a partition of n quan-

tities a, {3 ••• w by (a ... {3)<--r ... 5) ... (v ... w) 
and write 

[a ... w] = L E (-V-I(k - I)! 
k p(n.kl 

X (a ... {3)<'Y ... 5) ... (v ... w), (4A) 

where Ep(n.kl means that we sum over all partitions 
of a ... w into k groups. Then if, in (4A), we re­
place all ( )'s containing l symbols by M I, and 
[a ... wl by K", we obtain Eq. (3A) above, i.e., 
the connection between Kn and MI ... M". 

The converse of (4A) is easily shown to read 

(a ... w) 

= E E [a .. · {3]['Y .. , 5] .. , [v ... w]. (5A) 
k p(n.kl 

The most important property of [a '" wl is ex­
pressed by the "inside and outside" rule, best ex­
plained by illustration: 

[a] = (a), 

[a{3] = (a{3) - (a)({3) , 

[a{3'Y] = (a{3'Y) - (a{3)("{) 

- (a'Y)({3) + (a)("{)({3) 

- (a)({3'Y) + (a)({3)<--r) , 

and so on. We put each new symbol "inside" and 
"outside" each existing ( ), associating a minus 
sign with the "outside" placings. This rule is an 
immediate consequence of the structure of the right­
hand side of (4A). It is formally the same as the 
rule for differentiating a quotient, in the sense that 

a a [a '" w] = - ... -
ax., ax" 

x In «1 + x"a)(l + xp{3) '" (1 + X.,w) 111 ~'8-0' 
(6A) 

We turn now to our particular application of this 
mathematics. We start with a Hamiltonian of the 
form X = XI + Xo where 

X 

Xl = -2J(9 = -2J E Pi; = -2J L P. 
(,0 ,-I 

and 

Here PH is a pair interaction operator, and hi a 
single-particle operator. The suffices i, j ... run 
over the members of a given enumerable set, 1 ... N, 
among which neighbors are defined. LUi) is a sum 
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over pairs of neighbors, and we can label these 
pairs 8 = 1, ... X. Xl and Xo commute. 

Weare concerned with 

tr (e-X1kT)jtr (e-XolkT), 

which we shall here call Z. Then, expanding the 
exponential of -xljkT we have 

Z = 1 + xM I + (x2j2!)M2 + ... 
+ (x"jn !)M" + 

with x = 2J jkT and 

M" = tr (6'''e-XolkT)jtr e-XolkT == (6'''). 

Consequently, 

In Z = xK I + (x2j2!)K2 + ... + (x"jn!)K" + ... , 
where Kn is computed by rule (4A); i.e., 

K" = L (_I)k-l(k - I)! (6'a ... 6'p) 
pIn) 

x (6''Y ... 6'0) ... (6' .... 6'",), (7A) 

where the partitions refer to the n suffices ex, i3 ... w 
which, after forming the right-hand side of (7 A) 
are then suppressed. In view of the structure of 6', 
this can be written 

K" = L (_I)k-l(k - I)! 
p(,,) 

X «PI + 
X «(Jh + 
X «PI + 

+ Px)" ... (PI + 
+ px)'Y ... (PI + + Px)o) ... 

+ px) • ... (PI + ... + px)",). (SA) 

At this point we introduce the concept of inter­
action graphs. Let us group together those terms 
in (SA), resulting from expansion of the products 
on the right-hand side, which, before taking the 
traces, involve PI, nl times; P2, n2 times; '" Px, 
nx times. The only restriction on the n's is L. n. = n. 
For a given set of n's we can represent the resulting 
contribution to K" by a graph, at present localized 
on the lattice, in which the bond 8 has multiplicity 
n •. But since all P operators are the same, the suffix 
serving only to specify between which two sites (or 
spins) it acts, the contribution from a graph de­
pends only on the topological structure of this 
graph, and not on the labeling of its vertices. We 
can therefore classify these graphs, as abstract en­
tities, into distinct topological types, (n, t), and we 
let N(n,l) be the number of times such an (n, t) 
graph can be located on the connected point set 
1 ... N. In the language of the text, these, of course, 
are multiline graphs, not basic graphs. Then 

(2J)" In Z = ~ kT G(",oN(",!) , 

where n!G( •. ,t) is the contribution to (SA) from a 
given localized (n, t) interaction graph. All we 
really need now is to prove that G(n,!) vanishes for 
unconnected graphs; but it is useful to be more 
specific, and give the general expression for G(",l) 

in terms of traces of products of interaction opera­
tors. 

It is convenient to return to (3A), and write (SA) 
in the form 

K" = L (_I)k-l(k - I)! n! 
k 

X L II (6'z)"lj(l!)""nl!' (9A) 
I 

where the second L is over all sets l, nl satisfying 
L lnz = nand L nz = k. Consider (6'/) where 
6' = L:-l P •. We do not wish to assume that the 
operators p. commute. Suppose we pick out from 
6'z PI, ll-times; P2, l2 times; ... , Px, lx times; where 
L. l. = l. These l P factors can be permuted in 
l !III. l.! ways. We shall denote the set (ll '" lz) 
by {l}, and use {l}! for II. l.! We shall denote 
by « {l) ) ) the trace of the product of these l P factors 
averaged over all permutations of them: e,g., for 
l = 3, «1,2,0,0 ... 0» = !(PIPi + P2PIP2 + piPI)' 
Then 

Kn = L (-It- l(k - 1)!n! 
k 

X L II «{l}»"lllj({l}!)"lllnlzl!' (lOA) 
III 

where the second summation is again subject to 
L lnz = nand L nl = k, but now nll l is the 
number of times the factor « {l) » occurs. 

To compute G(n,t) we may suppose, without loss 
of generality, that a bond of (n, t) of mUltiplicity 
n 1 can be brought into coincidence with the physical­
lattice bond 1, a bond of multiplicity n2 can be 
brought into coincidence with the physical-lattice 
bond 2, ... a bond of multiplicity nx can be brought 
into coincidence with the physical-lattice bond X. 
The set of numbers (n l , ••. nx), subject to Ln. = n, 
will be denoted by {n}. In the main text we used 
kl' k2 ... rather than these symbols nl, n2 '" ; 

more precisely, the set (kl' k2 ... ) is the set 
(nl, n2 ••• ). Then for n !G(n,l), we require to pick out 
that part of Kn for which L {l}nl/ l = In}. Thus 

G(n,l) = L (-I)k-l(k - I)! 
k 

«{ l}»"111 
X L II ,(llA) 

( II ( { l) !)" II In III! 
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where the second E is over all sets {l}, nlll satisfying 
E {l}nlll = In} and E nlll = k. 

Now consider n symbols, 

a(l) ••• a(n.), (3(1) ••• (3(n.), '" w (I) ••• W (nx) 

The number of partitions of these having the struc­
ture nlll, Il} where II is the number of a's, l2 the 
number of {3's, ... , lx the number of w's in any 
bracket of the partition, is 

In} vII ({l} !)nlllnlll!. 
tIl 

Consequently, 

G(n.1) = ~ E (_I)k-l(k - I)! 
{n}. ,,(n) 

x « ... »« ... » ... « ... », (12A) 

where the < < ) )'s denote a partition of the symbols 
a(l) ..• w(n

x ), the sum is over all such partitions, 
and having formed this we then replace any < < » 
containing II a's, l2{3'S ... by «{l}»; i.e., by the 
corresponding normalized trace of the symmetrized 
product of P operators. 

This final prescription can, of course, be put 
rather more simply. Take an (n, t) interaction graph, 
whose bonds have multiplicities kl' k2 ... , where 
L: k. = n. Label these bonds with n symbols 
a, {3 ••• w, and label the vertices 1, 2 ... m. Form 

[a, {3 ... w] = E (_l)k-l(k - I)! 
p(n) 

x <a ... (3)(", ... 0) ... (v ... w), (13A) 

where the sum is over all partitions of these symbols, 
k being the number of ( )'s concerned. Now re-

place each symbol a, {3 ... by the corresponding 
PH, where i and j are vertex labels of the interaction 
graph: and replace each ( ) by the corresponding 
mean trace of the product of these interaction opera­
tors, i.e., the trace averaged over all permutations 
of these operators. Then [a, {3 .•• w] becomes 
(II. k. !)G(n.t) and it is this which we denote by 
K(n.t). Consequently, writing 1/II. k.! = W(n.t) we 
have 

which is Eq. (11) of the text. 
That K(n.!) vanishes for unconnected graphs fol-

lows from Eq. (6A). For if the symbols a, {3 '" w 
fall into two groups, al, {3l ... Wl; a2, {32 '" W2, 

such that 

for all such choices of symbols from the two groups, 
then, since in this case 

In (1 + x"a)(l + x~(3) ... (1 + xww» 

= In (1 + x",al) ... (1 + Xw,Wl» 

+ In «1 + x",(2) ... (1 + X w,(2», 

it follows from (6A) that [a, {3 '" w] vanishes. And 
for disconnected graphs, our symmetrized traces of 
products of P operators certainly have this fac­
torization property. Expressed formally, if I l} = 
Ill} + {l2} where {ll} and {l2} refer to two separate 
parts of (n, t), then (({l}» = (({ld»(({l2l», which 
is all we require. 
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An exact method for determining the critical percolation probability, Pc, for a number of two­
dimensional site and bond problems is described. For the site problem on the plane triangular lattice 
Pc = }. For the bond problem on the triangular, simple quadratic, and honeycomb lattices, Pc = 

2 sin (-fi;7r), }, 1 - 2 sin (~), respectively. A matching theorem for the mean number of finite clusters 
on certain two-dimensional lattices, somewhat analogous to the duality transformation for the 
partition function of the Ising model, is described. 

1. INTRODUCTION 

PERCOLATION processes and their applica­
tions have been discussed by many authors,t-5 

and for a general introduction, reference should be 
made to the recent review by Frisch and Ham­
mersley6 who give an extensive bibliography. In 
this paper we shall derive some exact critical percola­
tion probabilities for site and bond problems in 
two dimensions. 

A study of the series expansions for the mean 
number of finite clusters on the plane triangular 
lattice leads to the discovery of a "matching" 
property somewhat analogous to the duality trans­
formation for the partition function of the Ising 
model introduced by Kramers and Wannier7 and 
interpreted geometrically by Onsager.8 We shall 
introduce the series method, notice the matching 
property, and show that it depends essentially on a 
result sometimes known as Euler's Law of the 
Edges. We have been able to define a general class 
of two-dimensional lattices for which a matching 
property can be established. In certain special cases 
the property suffices to locate the critical probability. 
More generally we establish that the critical proba-

* This research has been supported in part by U. S. Dept. 
of the Army through its European Research Office. 

bilities of certain pairs of lattices (matching pairs) 
are complementary. We shall locate the critical 
probability for one such matching pair, the bond 
problem on the triangUlar and honeycomb lattices, 
by a star-triangle substitution analogous to that 
introduced by Onsager for the corresponding Ising 
problem. 

Apart from the theoretical interest of these exact 
results, a knowledge of Pc is an invaluable aid in 
the interpretation of power series that arise in a 
study of these problems.9 We shall examine the 
general problem of deriving such expansions in a 
subsequent paper. A brief outline of the salient 
results in this paper has already been given. lO 

2. MEAN NUMBER OF CLUSTERS ON A 
FINITE GRAPH 

We consider the site problem on a general linear 
graph ~ whose sites are colored at random, being 
black WIth probability p and white with probability 
q = 1 - p. For some purposes it is convenient to 
emphasise the symmetry of the problem and we 
shall then write 

p = PB 1 - Pw, (2.1) 

q = Pw = 1 - PB' (2.2) 
1 S. R. Broadbent, and J. M. Hammersley, Proc. Cam-

bridge Phil. Soc. 53, 629 (1957). In most applications our interest in the problem 
2 V. A. Vyssotosky, S. B. Gordon, H. L. Frisch, and J. M. will be asymmetric in that we shall consl'der the 

Hammersley, Phys. Rev. 123, 1566 (1961). 
3 H. L. Frisch, E. Sonnenblick, V. A. Vyssotosky and black sites as the primary species and refer to small 

J. M. Hammersley, Phys. Rev. 124, 1021 (1961). . , P as low density and large p as high density. We 
4 R. J. Elliot, B. R. Heap, D. J. Morgan, and G. S. Rush-

brooke, Phys. Rev. Letters 5, 366 (1960). shall adopt the convention of coloring a bond joining 
6 C. Domb and M. F. Sykes, Phys. Rev. 122, 77 (1961). t t' hb bl k' b k 
6 H. L. Frisch and J. M. Hammersley, J. Soc. Ind. AppJ. wo neares -nmg or ac SItes lac (black bond), 

Math. 11, 894 (1963). 9 M. F. Sykes and J. W. Essam, Phys. Rev 133 A 310 
7 H. A. Kramers and G. H. Wannier, Phys. Rev. 60 252 (1964). . , 

(1941). ' 10 M. F. Sykes and J. W. Essam, Phys. Rev Letters 10 
8 See G. H. Wannier, Rev. Mod. Phys. 17, 50 (1950). 1 (1963). " 

1117 
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TABLE I. Finite clusters on the octahedron. 

Cluster 
type 

• 

• • 

v 
v 
[J 

Size 

1 

2 

3 

3 

4 

4 

5 

6 

Number Probability 

6 

12 

12 

8 

3 

12 

6 

1 

and that joining two nearest-neighbor white sites 
white (white bond). Bonds joining sites of opposite 
color will be called uncolored. A connected linear 
graph formed by sites and bonds of one color is 
called a cluster. 

Any particular realization R of the probability 
distribution on G defines two further linear graphs 
RB and Rw which are, respectively, the ensemble of 
black and white clusters. If we denote the number 
of black clusters in RB by n(RB ) and the probability 
of occurrence of RB by P(RB ; G) then we shall define 
the mean number of black clusters as the weighted 
average 

K(PBi G) = (n(R B» = L P(RBi G)n(RB), (2.3) 
RB 

and by symmetry the mean number of white 
clusters is 

K(Pwi G) = (n(Rw). (2.4) 

For a finite graph of N sites the 2N realizations 
are enumerable and for small N the function K(Pi G) 
can readily be obtained explicitly. We illustrate the 
perimeter method described by Dombll by applying 
it to the octahedron. If we denote the mean number 
of clusters of size r (that is, with r sites) by a sub­
script, then 

(2.5) 

In Table I. we list all the possible connected clusters 
on the octahedron and group them according to 
size and topology together with their respective 
probabilities of occurrence. It will be seen that 
there are six possible unit clusters each with proba­
bility pq\ and therefore 

(2.6) 
Likewise, 

(2.7) 

For clusters of size 3 there are two possible types 
but the classification is mutually disjoint. By col­
lecting all the contributions from Table I and 
substituting in (2.5), we obtain the mean number 
of black clusters as a polynomial in p and q and we 
shall denote this polynomial by K(p, qi G). We find 

K(p, qi G) = 6pl + 12p2q4 + 2Op3 q3 

+ 15p4q2 + 6p4q + p6, (2.8) 

where of course G is the octahedron. It is implicit 
in (2.8) that q = 1 - p. We thus obtain the mean 
number of the primary or black species by substi­
tution12 as a function of p only, 

K(Pi G) = 6p - 12p2 + 8p3 

+ 3p4 - 6p5 + 2p6. (2.9) 

By symmetry the mean number for the secondary 
or white species is obtained by writing q for p in (2.9). 

For some applications it is convenient to express 
K(Pi G) as a function of qi that is, to express the 
mean number of black clusters in terms of the proba­
bility for white sites. This substitution is particularly 
appropriate to an investigation of the high-density 
region where q is small, and a suitable variable for 

11 C. Domb, Nature 184, 509 (1959). (Report of the 
Physical Society Conference on Fluctuation Phenomena and 
Stochastic Processes held at Birkbeck College, London.) 

12 The function K(Pi G) can be written as a polynomial 
in P and q in more than one way since these are dependent 
variables. We shall reserve the symbol K(p, q; G) to denote 
the polynomial that results from application of the perimeter 
method and which will be fundamental to our subsequent 
treatment of series expansions. By reversing the roles of p and 
q on both sides of (2.8), the mean number of white clusters is 
obtained. 
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the derivation of series developments. We shall write 

K(p, 1 - P; G) as KL(p; G) = K(P; G), (2.10) 

K(1 - q, q; G) as KH(q; G), (2.11) 

and in general we shall omit the specification of G 
in the brackets unless it contributes anything es­
sential to the argument. We have chosen the sub-

scripts because K L is most appropriate to low densi­
ties and KH to high densities. It is clear that for 
any finite graph these two functions are finite poly­
nomials in P and q, respectively, and 

KL(P) = K H(1 - p), (2.12) 

KH(q) = K L(l - q). (2.13) 

For the octahedron we have 

KL(P) = 6p - 12p2 + 8ps + 3p4 _ 6p5 + 2p6, 

KH(q) = 1 + 3q4 - 6q5 + 2q6. 

(2.14) 

(2.15) 

It will be seen that the last three coefficients in (2.14) and (2.15) are identical. A similar phenomenon 
is found for the corresponding functions for the icosahedron for which the last eight coefficients are identical: 

KL(P) = 12p - 3Op2 + 2Op3 + 12p5 + 28p6 - 120p7 + 75p8 + 8Op9 - 126plo + 60pll - lOp12, (2.16) 

KH(q) = 1 + 12q5 + 28q6 - 120q7 + 75q8 + 80q9 - 126qlO + 60qll - 1Oq12. (2.17) 

This "matching" property of KL and K H, which 
remains to be defined precisely, is not found to be 
a general property of all finite graphs. We interpret 
the property in the next section. 

3. MEAN NUMBER OF CLUSTERS ON AN 
INFINITE GRAPH 

It is convenient on an infinite lattice to define 
the mean number of clusters per site, and we shall 
write for a lattice of N sites 

K(p, q) = k(p, q)N, (3.1) 

and generally write k for K where required through 
all the equations of the previous section. When we 
apply Eq. (2.5) to an infinite crystal lattice, such 
as the plane triangular lattice, the summation can­
not be performed. However, when p is small the 
mean number of very large black clusters will be 
very small and, following Domb, we shall suppose 
that the double series in p and q that replaces the 
right-hand side of (2.5) will converge to k(p, q) 

These two series are valid in two separate regions 
(3.3) defining kL for p < Po, and (3.4) defining kH 

for small enough p. A similar observation holds 
when p is close to unity, for in the limit there is 
only one cluster, of infinite size, which fills the whole 
lattice. For q > 0 there will be a few finite black 
clusters surrounded by white sites, and again we 
shall suppose that k(p, q) converges. The problem 
is now characterized by the existence of a critical 
probability Po above which there is a nonzero prob­
ability of a site being a member of the cluster of 
infinite extent. For an infinite structure, "edge 
effects" may be supposed negligible and we find by 
direct enumeration of the possible clusters on the 
triangular lattice: 

kl = pq6, k2 = 3p2q8, k3 = p3(2q9 + 9qlO), 

k4 = p4(3q10 + 12qll + 29q12), 

k5 = p5(6qll + 21ql2 + 66q13 + 93q14). 

(3.2) 

We have derived further kT and by substitution 
obtained the low- and high-density expansions for 
the number of finite black clusters as 

(3.3) 

(3.4) 

for p > Po. Again we shall suppose that these ex­
pansions converge for small values of their argu-
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ment.13 The remarkable matching of the coefficients 
suggests that we may write for this lattice 

kLCp) = q,(P) + kHCp), (3.5) 

q,Cp) = p - 3p2 + 2p3. (3.6) 

We shall call q,(p) the matching polynomial, and the 
interpretation of (3.5) is the following: 

At density p the mean number of black 
clusters differs from the mean number of (3.7) 
white clusters by q,(p). 

The importance of this result lies in the observa­
tion that q,(p) is a finite polynomial. We show in 
Sec. 7 that the property (3.5) which we shall de­
scribe as a self-matching enables the critical prob­
ability to be located as p. = t. Self-matching is a 
very special property confined to a very limited 
class of infinite lattices. It is noticed to occur on any 
infinite 2-dimensional lattice that is fully triangul­
ated14 and the fitting together of the triangular 
faces need not form a regular pattern. We illustrate 
one such lattice for which the triangles do form a 
regular pattern in Fig. l(a). It is also noticed for 
the lattice illustrated in Fig. l(b). This lattice, 
which is two-dimensional but not planar, yields a 
site problem that, by the well known bond-to-site 
transformation,15 is isomorphic with the bond prob­
lem on the simple quadratic lattice. We shall usually 
find it convenient to regard bond problems as site 
problems on the corresponding covering lattice. (We 
give a short account of the bond-on-site transforma­
tion in Appendix II.) In this way we avoid the 

and thus for this problem also 

(a) 

( b) 

FIG. 1. Self-matching lattices. (a) Fully triangulated 
planar lattice; (b) covering lattice of the bond problem on 
the simple quadratic lattice. 

complication of a special notation to distinguish 
the two problems. For the simple quadratic bond 
problem we find 

(3.9) 

(3.10) 

When the mean number of clusters is expanded for the simple quadratic lattice we find 

11 It must not be assumed however that the radii of 
convergence of these expansions are p. and 1 - pc, respec­
tively. 

14 An infinite mUltiply connected planar graph all of 
whose finite faces are triangular. 

15 J. W. Essam and M. E. Fisher, J. Math. Phys. 2, 609 
(1961). 

(3.11) 

(3.12) 

and these two expansions do not match. However, 
if we also expand the mean number of clusters on 
the simple quadratic lattice with first- and second­
neighbor bonds, we find, denoting the quantities 
for this case by an asterisk, 
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kt(P) = p - 4p2 + 4p8 + (_p4 + p4) _ p5 + 2p6 + 2p8 _ 3p9 + 2OpIO + (3.13) 

(3.14) k}!i(q) = . q8 _ q9 + 2qlO _ 4qll + llql2 + ... , 

and again these expansions do not match. However, 
it seems that (3.14) matches (3.11) and (3.13) 
matches (3.12). This suggests that we may write 

kL(P) = q,(P) + k;'(p), 

kt(P) = q,*(p) + kH(P), 

q,(P) = p _ 2p2 + p4, 

q,*(p) = p _ 4p2 + 4p8 _ p4. 

The statement equivalent to (3.7) is now 

At density p the mean number of black 
clusters on the simple quadratic lattice dif­
fers from the mean number of white clusters 
on the simple quadratic lattice with first and 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

second neighbors by q,(p). (3.19) 

We show in Sec. 7 that this property which we 
shall call a cross-matching enables the critical prob­
bilities of the matching pair Pc, p~ to be related by 

P. + P: = 1. (3.20) 

We shall show in a subsequent paper that the 
coefficients in the series expansions of kL and kH 
can be related to certain enumerative problems on 
the lattice. By a closer examination of these enumer­
ative problems, the matching properties illustrated 
in this section can be proved to hold term by term. 
In the following sections we develop a proof of 
the matching theorems that is more direct and 
derive them from certain simple results of the 
theory of linear graphs. 

4. APPLICATION OF THE THEORY OF LINEAR 
GRAPHS TO THE SITE PROBLEM ON THE 

ICOSAHEDRON 

In this section we establish the matching poly­
nomial for the icosahedron as 

12q,(p) = 12p - 3Op2 + 2Op3 - 1. (4.1) 

We have already obtained this polynomial in Sec. 2 
by a method that requires a complete enumeration 
of all possible clusters. 

An account of the theory of linear graphs should 
be sought in the literature and, in particular, in 
the book of Berge.16 We simply recall here by means 
of an example the results we require and illustrate 
our terminology. For a precise treatment, reference 

16 C. Berge, Theorie des Graphes et ses Applications (Dunod 
Cie., Paris, 1958). 

should be made to Berge, Chap. 4 (Cyclomatic 
Index), and Chap. 21 (Euler's Law of the Edges). 
In Fig. 2 we illustrate a typical planar linear graph 
(G). It has 12 sites, 11 bonds, and 2 finite faces. 
There is also an infinite face and there are 3 con­
nected components. Denoting the number of sites 
by s, of bonds by b, of finite faces by f, and of 
the total number of faces including the infinite face 
by F (= f + 1), and the number of connected com­
ponents by n, then the cyclomatic index of the graph 
is defined to be 

C(G) = b - s + n. (4.2) 

In our example C(G) = 11 - 12 + 3 2. The 
definition is not restricted to planar graphs, but for 
these we have an important result often known as 
Euler's Law of the Edges, which in its modem form 
states that, for a planar graph, the cyclomatic 
index is equal to the number of finite faces. For a 
planar graph we can thus write 

f = b - s + n, (4.3) 

and we shall use this result in the form 

n=s-b+F-1. (4.4) 

In Fig. 3. we draw the icosahedron as a planar graph. 
It has one infinite (triangular) face and 19 finite 
triangular faces. The faces are all polygons but for 
a more general planar graph we have seen that 
this is not necessarily the case. For example, in 
the particular realization in which the four sites 
A, B, C, D are black and all the others white, the 
planar graph RB has one finite face which is not a 
simple polygon. We shall call the sites adjacent to 
the face contour sites of that face, and the bonds 
joining two contour sites the contour bonds. In our 
example RB , the points A, B, C, D are contour sites 
and AB, BD, AC, BD are contour bonds. To exploit 
the result (4.4) we require the following important 
Lemma: 

For any realization RB on the icosahe­
dron, every face is either empty or contains 
one and only one connected component 
(white cluster) of Rw. (4.5) 

For the present we shall regard this lemma as 
proved by an examination of all the possible realiza­
tions. A more general result, of which the present 
lemma is a particular case, is proved in Appendix I. 
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-\ "w. 2. Typio" pb= 
linear graph with 12 sites, 
11 bonds, 2 finite faces, and 
3 connected components. 

Applying Euler's Law to the two graphs RB and 
Rw we have from (4.4) 

nB=sB-bB +FB -l, (4.6) 

nw = Sw - bw + Fw - 1. (4.7) 

To apply the lemma, we observe that it follows 
that the number of white clusters is equal to the 
number of faces of RB (black faces) that are not 
empty. Denoting the number of empty faces by 
F B (0), we can thus write 

nB = SB - bB + FB(O) - 1 + nw. (4.8) 

This result holds for all realizations, and we can 
therefore write the average sign through it and 
substitute 

(SB) = 12p; (b B) = 30p2; (nB) = K(p) , 
(4.9) 

(nw) = K(q); (F B(O» = 2Op3. 

The last entry results from the observation that 
there are 20 faces (all triangles and including the 
infinite face) that could be empty. We obtain 

K(P) = 12p - 3Op2 + 20p3 - 1 + K(q). (4.10) 

Thus the difference between the mean number of 
black and white clusters is the matching poly­
nomial (4.1). 

The method of this section can be applied with­
out modification to the tetrahedron and the octahe­
dron for which the lemma holds. For the tetrahedron 

4cp(P) = 4p - 6p2 + 4p3 - 1. (4.11) 

For any finite section of the plane triangular 
lattice the lemma will be found to hold except for 
the infinite face. The general treatment of the next 
section enables a proper account of the infinite face 
to be taken if required, but for our present purposes 
we assume, as it is certainly reasonable to do, that, 
as we require the mean number per site, we may 
neglect these edge effects. We then have at once 

as N ---t a:J 

(sBIN) = p, (bBIN) = 3p\ 

and therefore for this lattice,t7 

(4.12) 

as already surmised in Sec. 3. 
We observe that this polynomial vanishes at 

p = 0, t, and I-a result that is readily understood 
from (3.7). 

5. GENERAL MATCHING PROPERTY FOR 
DECORATED MOSAICS 

We shall use the term mosaic18 to describe a 
planar graph or infinite planar lattice which is con­
nected and has no articulation points. Such a graph 
has finite faces whose contour bonds form non-self­
intersecting polygons. For such a graph the infinite 
face also has a polygonal contour, and we shall use 
the term face without qualifications to include the 
infinite face. 

We now choose a mosaic M (the parent mosaic) 
and "decorate" it by drawing in all the possible 
diagonals on some of its polygonal faces, inside 
those faces, to form a new graph L (which is not 
necessarily planar). We shall call the operation of 
drawing in all the possible diagonals of a selected 
face close packing, and it results in the polygonal 
cluster formed by the no contour sites becoming the 
complete graph16 of no sites or a close-packed cluster 
of no sites. 19 The graph L will be called a decorated 
mosaic. 

We define the matching graph20 L* of the graph 
L to be the decorated mosaic graph which results 
from close packing all those faces of the parent 
mosaic M of L which were not close-packed to 
form £.21 It follows from the symmetry of the defi-

FIG. 3. The Icosahedron drawn as 
a planar graph. 

17 On an infinite lattice we shall write", for the matching 
polynomials per site. 

18 A mosaic is simply a multiply-connected planar graph. 
We shall find the word mosaic conveniently short. 

19 C. Domb, Phil. Mag. Suppl. 9, 149 (1960). 
20 We anticipate in these definitions the results of previous 

sections. 
21 Triangular faces remain invariant under close packing. 



                                                                                                                                    

PERCOLATION PROBABILITIES IN TWO DIMENSIONS 1123 

nition that if L* is the matching graph of L then L 
is also the matching graph of L*. We shall call L 
and L* a matching pair. 

We shall take it as obvious that no bond of L 
crosses any bond of L*, and the converse. For the 
infinite face the diagonals that result from close 
packing will be supposed drawn in the infinite face. 
A mosaic M can usually give rise to a variety of 
matching pairs. For example, the mosaic formed by 
the infinite simple quadratic lattice yields two im­
portant matching pairs22: 

(i) L = Simple quadratic lattice. (5.1) 
L* = Simple quadratic matching lattice 

or simple quadratic lattice with 
first- and second-neighbor bonds. 

(ii) L = Simple quadratic lattice in which 
alternate squares are replaced by 
tetrahedra [Sec. 3, Fig. 1 (b)]. (5.2) 

L* = L. 

In this last example the two lattices are topologically 
identical and will be described as self-matching. (For 
our present purpose of examining percolation on 
graphs all of whose sites are occupied with equal 
probability, this definition will suffice. A slightly 
more detailed examination is required if the proba­
bilities are not distributed equally and the sites are 
therefore labeled). 

At this juncture we notice that all bond problems 
on mosaic lattices without multiple bonds can be 
made to correspond by the well known bond-to­
site transformation to a site problem on a "covering 
lattice" which is a decorated mosaic. We notice 
further that the covering lattices of a lattice and 
its dual lattice form a matching pair of decorated 
mosaics. The proof of this is elementary. 

As an example, the bond problem on the simple 
quadratic lattice is isomorphic with the site problem 
on the lattice L of (5.2). The property L* = L 
corresponds to the self-dual property of the simple 
quadratic lattice. We further illustrate these proper­
ties in Appendix II. 

For a particular realization of the probability 
distribution on the parent mosaic M and the cor­
responding realizations on Land L*, we have four 
graphs, 

RB and Rw on L, R~ and Rt on L*, 

and these graphs are not necessarily planar. How­
ever any realization, RB say, will be made up of 
connected components some of which may contain 
subsets of points forming complete close-packed 

.. We neglect the infinite face. 

graphs. We shall extend our definition of a face to 
include these complete graphs as faces (close-packed 
faces). It is clear that these complete graphs con­
tain no white sites and are therefore always empty. 

We now state an important property of a matching 
pair of decorated mosaics. 

Any two white sites in a face of RB on L are 
connected on H:' on L* and conversely if two 
white sites are connected on R: on L* then 
they both lie in the same face of RB on L. (5.3) 

The reader will readily satisfy himself of the truth 
of this statement by drawing a few examples. We 
relegate the rather tedious proof to the Appendix I. 

For a decorated mosaic, Euler's Law of the Edges 
is not immediately applicable since the graph is not 
planar. In general, a realization RB on a decorated 
mosaic will contain some close-packed faces. The 
result (4.4) will hold for the graph formed by un­
packing all the close-packed faces of R B • If we close­
pack the faces in turn, each face of a points will 
increase the number of bonds by !a (a - 3) without 
alteration of the total number of faces. We must 
therefore write 

n = 8 - b + L: !(a2 
- 3a + 2) + F - 1, (5.4) 

where the summation is taken over all the faces 
that are close-packed and F is the number of faces 
that are not close-packed. We shall make the 
substitution 

F = F(O) + F', (5.5) 

where F(O) is the number of empty faces (i.e., con­
tain no white sites) that are not close-packed and 
write the resulting rather cumbersome expression as 

n = <fI+F'. (5.6) 

This equation is the modified form of Euler's Law 
of the Edges applicable to realizations on decorated 
mosaics. 

6. GENERAL MATCHING THEOREM FOR A 
DECORATED MOSAIC 

We now combine the results (5.3) and (5.6) of the 
previous section for the four graphs 

RB and Rw on L, R~ and Rt on L* , 
and the argument is simply a generalization of that 
used for the icosahedron in Sec. 4. Applying first 
Euler's Law (5.6) we have 

n B = <fiB + F~, 
n~ = <fI~ + F~*, 

(6.1) 

(6.2) 
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TABLE II. Matching polynomials for the more usual lattices. 

Triangular lattice 
(self-matching) 
Simple qUadratic lattice 
Simple quadratic 
matching lattice 
(S.Q. with first- and 
second-neighbor bonds) 
Honeycomb lattice 
Honeycomb matching lattice 
(honeycomb with first-, 
second- and third-neighbor 
bonds) 

Kagome lattice 
(the covering lattice of 
the honeycomb bond problem) 

Kagome matching lattice 
(the covering lattice of the 
triangular bond problem) 
Kagome covering lattice 
(covering lattice of the 
Kagome bond problem) 
Matching lattice for 
Kagome covering lattice 
(covering lattice of the 
dice lattice bond problem) 
Covering lattice for the 
simple quadratic bond 
problem 
(self-matchi)lg) 

t/>Cp) = p - 3p1 + 2p3 

t/>Cp) = p - 2p2 + p' 

.pCp) == p - 4pl + 4p' - p' 

.pCp) = !(2p - 3p2 + pS) 

.pCp) = !C2p - 12p2 + 20p3 - 15p' + 6p' - p6) 

.pCp) = i(3p - 6p2 + 2p3 + pB) 

t/>Cp) = iC3p - 15p2 + 22p3 - 15p' + 6p' - p6) 

t/>Cp) = i(6p - 18p2 + 14p3 - 3p' + pI) 

t/>Cp) = i(6p - 21p' + 22p3 - 12p' + 6p' - pI) 

t/>Cp) = P - 3p' + 2p3 

and from the matching property (5.3), we have The polynomial r/J(p) we have called the matching 
polynomial of L. It follows from the relations (2.12) 
and (2.13) that for a matching pair n~ = F~, (6.3) 

nw = F~*. (6.4) 

By substitution of (6.3) in (6.1), and (6.4) in (6.2), 

(6.5) 

r/J(P) = -r/J*(1 - p). (6.13) 

The matching polynomial is readily obtained from 
the definitive equation nB = <PB + n~, 

n~ = <P~ + nw. (6.6) Nr/J(p) = (s - b + F(O) 

On averaging over all the possible realizations and 
writing 

(<PB) = Nr/J(P), 

(<p~) = Nr/J*(P), 

(6.7) 

(6.8) 

we obtain 

or 

K(P; L) = Nr/J(P) + K(q; L*), 

K(P; L*) = Nr/J*(P) + K(q; L), 

KL(p; L) = Nr/J(p) + KH(pj L*), 

KL(p; L*) = Nr/J*(P) + KH(p; L). 

(6.9) 

(6.10) 

(6.11) 

(6.12) 

The result is conveniently expressed in words: 

At density p the mean number of black clus­
ters on L differs from the mean number of 
white clusters on L* by rPCp). 

+ L !(a2 
- 3a + 2) - 1). (6.14) 

For example, for the simple quadratic covering lat­
tice (5.2) we have, working per site, (siN) = p 
(biN) = 3p2, and the possible empty faces are a 
quadrilateral (!N) which has expectation !p~, a 
tetrahedron (!N) which has weight 3 and therefore 
contributes l!p" or a triangle which does not occur 
in a tetrahedron and this has expectation 2p3 - 2p~. 
Thus 

(6.15) 

and we notice that for this lattice, which is self 
matching, 

(6.16) 

as required by (6.13). 
We summarize in Table II the matching poly­

nomials for the more usual lattices. 
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7. CRITICAL PERCOLATION PROBABILITmS 

The matching property (6.11-12) makes it pos­
sible to derive a property of the critical percolation 
probabilities of certain infinite lattices. Suppose first 
that the lattice is self-matching. Then from (6.9) 

k(p; L) = rf>(P) + k(q; L). (7.1) 

Since rf>(p) is a finite polynomial, its behavior is 
nonsingular. We shall suppose, without offering 
proof, that for real P (0 ~ P ~ 1) the function K 
is singular at P = Po, but nowhere else. This is to 
be expected in the light of exact results for closely 
related problems, and in particular, for percolation 
problems on lattices of the Bethe type for which K 
has been given exactly.15 Now following closely the 
method of Kramers and Wannier in their derivation 
of the critical temperature of the Ising model we 
argue as follows. 

From (7.1), if K is singular at Po then it is also 
singular at 1 - Po, and if there is only one singularity 
these must be identical points, or 

Po = !. (7.2) 

This establishes two important percolation proba­
bilities as !-that for the site problem on the tri­
angular lattice and that for the bond problem on 
the simple quadratic lattice. The result (7.2) holds 
for any fully triangulated lattice. 

For a matching pair we observe that if k(L) is 
singular at Po, then k(L*) is singular at 1 - Po. 
Thus if k(L*) has only one singularity at p~, we 
must have 

Po + P: = I, (7.3) 

or the critical points are complementary. 
To determine Po, p~ we need a second relation. 

We have been able to find such a relation in only 
one case-the matching pair formed by the bond 
problem on the honeycomb and triangular lattices. 
To derive this relation we shall depart from our 
practice hitherto and study this pair directly as a 
bond problem. (This is not essential but is visually 
simpler.) We suppose that the bonds of the tri­
angular lattice are occupied with probabilities 1;, 7], r, 
along the usual three directions and that those of 
the honeycomb are occupied with probabilities x, 
y, z so orientated that i; crosses x on the dual, etc. 
By an obvious extension of the preceding argument, 
if we assume there is only one critical locus for the 
honeycomb 

f/!(x, y, z) = 0, (7.4) 

then the corresponding locus for the triangular lat­
tice must be 

FIG. 4. Star-triangle overlapping 
of the triangular and honeycomb 
lattices with the probabilities as 
assigned in the text. 

f/!(1 - ~, 1 - 7], 1 - r) = O. (7.5) 

We can satisfy this condition in the treatment that 
follows by supposing the bonds of the triangular 
lattice to be occupied with the complementary prob­
abilities 1 - x, 1 - y, 1 - z, respectively. 

In Fig. 4 we draw the well known star-triangle 
overlapping of the two lattices. We calculate for 
one individual "star-triangle" the probabilities 
(a) of A being connected to neither B nor C; (b) of 
A being connected to B but not C; (c) of A being 
connected to C but not B; (d) of A being connected 
to both Band C. We find 

(a) 

(b) 

(c) 

Honeycomb 

l-xy-yz+xyz 

xy(1 - z) 

zy(1 - x) 

Triangular 

xz (7.6) 

xy(1 - z) 

zy(1 - x) 

(d) xyz 1 - xy - yz - xz + 2xyz 

We notice that the conditions (b) and (c) are satis­
fied with equal probabilities on the two lattices as 
a result of our choice of complementary probabilities. 
We can obtain equality for both the remaining con­
ditions if we select x, y, z to satisfy 

1 - xy - yz - xz + xyz = O. (7.7) 

On this locus the connectivity of each individual 
star-triangle will be identical. Thus the occurrence 
of an infinite cluster on one lattice would imply 
such an occurrence on the other, and by (7.5) and 
(7.4) these are mutually exclusive events except on 
the critical locus. Thus (7.7) is the critical locus and 
by substitution we obtain it as a function of the 
probabilities on the triangular lattice: 

1 - I; - 7] - r + l;7Ir = O. (7.8) 

From (7.8) by setting r = 0 we obtain for the 
simple quadratic bond problem with two different 
probabilities at right angles the locus23 

i; + 7] = 1. (7.9) 
23 The result for the asymmetric simple quadratic may be 

obtained directly by exploitin~ the self-dual property but, as 
remarked earlier the matchmg lattlCe must be carefully 
defined and is the same lattice with the roles of ~ and " 
reversed. 
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For this case the matching polynomial factorizes as 

(7.10) 

and this vanishes along the critical locus. Thus K 
is continuous there. The result can be established 
for any self-matching lattice. 

For the symmetric triangular lattice we obtain 
from (7.8) the cubic 

1-3p+p3 =0, (7.11) 

which has only one root between 0 and 1 and yields 

pc = 2 sin -ft7r = 0.347296 (triangular), 
(7.12) 

Pc = 0.652704 (honeycomb). 

We notice that these results apply equally to the 
isomorphic site problem on the Kagome lattice for 
which P. = 0.652704. 

8. CONCLUSIONS 

We have defined a class of two-dimensional lat­
latices (decorated mosaics) and proved a matching 
theorem which relates the mean number of black 
clusters on such a mosaic to the mean number of 
white clusters on another mosaic, the matching 
mosaic. The mean number of clusters for a matching 
pair is related by the results (6.9-12) which can 
be summarized symmetrically as 

k(p; L) - !cp(P) = k(q; L*) - !cp*(q). (8.1) 

When the matching pair are identical the critical 
probability is a !, and we have established this 
result for the site problem on the plane triangular 
lattice and the bond problem on the simple quadratic 
lattice. 

We have also found that the mean number of 
clusters is continuous at Pc for a self-matching lat­
tice. We shall examine the continuity of higher 
derivatives of K, and the continuity of K for cross­
matching lattices in a subsequent paper. 

The class of decorated mosaics for which (8.1) 
applies includes all bond problems on multiply­
connected planar graphs without multiple bonds. 
This can be proved separately by repeating the argu­
ments of this paper directly for the bond problem 
on a graph and its dual. We have preferred to work 
on the covering lattice so as to include the more 
general class of matching decorated mosaics, some 
of which do not correspond to bond problems. 
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APPENDIX I. PROOF OF THE MATCHING 
PROPERTY (5.3) 

Any individual face of RB on L is an area which 
we shall regard as made up of smaller units of area 
which can be classified as follows: 

(1) Primary units, which are faces of the parent 
mosaic, and which arise from undecorated faces of 
M occurring in faces of RB on L. 

(2) Secondary units, which correspond to deco­
rated faces of M or fractions thereof. 

Each unit will have a polygonal contour which we 
shall call its edge, and we shall refer to the bonds 
and sites that form the polygonal boundary as its 
edge bonds and edge sites. These edge bonds can 
be black, white or uncolored for a particular realiza­
tion R B , Rw on L. Edge bonds that are white or 
uncolored for a particular realization will be called 
internal edges. We shall assume without proof that 
if two units A and B are units of the same face of RB , 

then it is possible to find at least one path from 
A to B in the plane which crosses only internal 
edges. (This is equivalent to the elementary defini­
tive property that a face has a connected interior). 

We now show that it follows that any white edge 
site of A is connected to any white edge site of B 
on R:. It will suffice to prove the result for two 
adjacent units (i.e., units having at least one in­
ternal edge in common). 

In Fig. 5 let PQ be a common internal edge of 
A and B. Then at least one of P and Q must be 
white. Suppose P is white. Now suppose that X 
and Yare white edge sites of A and B, respectively. 
(We shall assume X ~ P, Y ~ P; if X = P and 
or Y = P then the proof is shorter). 
Now 

(1) if A is a primary unit, then on L* this face 
will be close-packed and therefore X connected 
to P on L*. Since both X and P are white, X is 
connected to P on R: on L*. 

(2) If A is a secondary unit, then X must be 
connected to P along the edge sites of A. For if not 
then there is at least one black site along each of 
the two possible routes, and since the unit is second­
ary, these black sites must be connected on L which 
vitiates our assumption that A is a unit of one face. 
The connection along the edge will not be destroyed 
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FIG. 5. Two adjacent units 
of area with a common internal 
edge PQ. 

by "unpacking" the face. 24 Therefore X is connected 
to P on L*. Likewise, Y is connected to P on L*, 
and therefore X is connected to Y on L*; and since 
X, Y, P and any sites employed on secondary units 
are white, X is connected to Y on R~. 

Thus any two white sites in a face of RB on L are 
connected on R~ on L *. 

To establish the converse we notice that if two 
white sites X, Yare in different faces of RB on L 
and are connected on R~ on L* then at least one 
bond on R~ must cross a black contour. But no 
bond of L* crosses any bond of L. 

Thus if two white sites are connected on R~ on L* 
they both lie in the same face of RB on L. 
This completes the proof of (5.3). 

APPENDIX II. ILLUSTRATION OF THE BOND-TO­
SITE TRANSFORMATION AND THE MATCHING 

CLUSTER FOR THE TRIANGULAR PRISM 

The bond-to-site transformation introduced by 
Fisher and Essam 15 has also been described by 
Fisher,25 who introduced the term covering lattice, 

24 This is true because the edge bonds of the secondary 
face used for the connection are also bonds of the parent 
mosaic. 

25 M. E. Fisher, J. Math. Phys. 4, 620 (1961). 

FIG. 6. Illustration of the bond-to-site transformation 
and the matching cluster for the triangUlar prism. (a) Bond 
problem on prism; (b) covering cluster (site problem); (c) bond 
problem on dual of prism; (d) covering cluster of dual of 
prism [this is the matching cluster for (b)]; (e) site problem 
on prism; (f) matching cluster for the site problem on prism. 

and also by Dean26 and Hammersley and Frisch.6 

The covering graph for the bond problem on a 
graph is constructed by replacing each bond of the 
graph by a site (placed at its center) and linking 
these sites together by sufficient new bonds to en­
sure that if two bonds of the original graph meet, 
then the corresponding two sites of the covering 
graph are joined by a direct bond and vice versa. 
We illustrate the transformation in Fig. 6. 

26 P. Dean, Proc. Cambridge Phil. Soc. 59, 397 (1963). 
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On the Number of Self-Avoiding Walks. II 
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Let x,,(d) [resp. 'Y2n-I(d)] be the number of self-a.voiding walks (polygons) of n (2n - 1) steps on 
the integral points in d dimensions. It is known that {Jd = lim .. _ [x .. (d)]lI" = lim .. _ ['Y2n_I(d»)1I2 .. -I. 
In this paper {Jd is compared with (Jd.!r = limn-oOO [x",2r(d)]1I .. where x .. ,2r(d) is the number of n-step 
walks on the integral points in d dimensions with no loops of 2r steps or less. In other words the 
walks counted in x .. ,2r(d) may visit the same point more than once as long as there are more than 2r 
steps between consecutive visits. It turns out that fJd,2r - fJo = O(d-r)(d -> ex:» and it follows in 
particular that fJd = 2d - 1 - 1/2d + O(1/d2)(d -> (X)}. It is also shown that, for suitable constants 
ae = a6(d) and aT = a7(d), 

x .. (d) ::;; fJ .. exp [a,n21 (d+2) log n] and (J2',-! exp [-arn2I(dH) log nJ ::;; 'Y1n-I(d). 

1. INTRODUCTION 

T HE notation of our first paper! is used through­
out. For completeness we repeat that w" stands 

for a walk Xo(w") = 0, X!(w"), ... , X,,(w") of n 
steps on the d-dimensional lattice such that each 
step goes from a point to one of its nearest neighbors 
and no point is visited more than once. The number 
of such walks will be denoted by x .. = x .. (d) (even 
though we did not do so before, it is necessary in 
this paper to indicate explicitly the dependence of x .. 
on d). By W .. ,2r we shall denote the class of n-step 
walks which have no loops of length 2r or less, but 
may visit the same point more than once if the time 
between visits exceeds 2r, i.e., W .. ,2r = W",2r(d) = 
class of all paths Xo = 0, Xl, ... , X" on the d­
dimensional lattice with !Xi+l - Xi! = 1, 0 :::; 
i :::; n - 1, and Xi ~ Xi if 0 < !i - i! :::; 2r. x ... 2r(d) 
is the number of elements in W",2r(d). The behavior 
of x",2r(d) for large n is much easier to determine 
than that of x,,(d) because in the first case any step 
depends only on the previous (2r - 1) steps and 
not on the complete past as in the second case.2 

In principle, X".2r can be found by computing the 
nth power of a certain matrix M(d, r).a.4 In practice 
this is not feasible but at least it allows one to con­
clude the existence of 

and of constants A = A(d, r) and E = E(d, r) > 0 

* Alfred P. Sloan Research Fellow. 
1 H. Kesten, J. Math. Phys. 4, 960 (1963). 
2 For the walks in W".2r there is only Markov dependence 

(of order 2r - 1) between the steps. Walks with Markov 
dependence have also been considered by E. W. Montroll, 
J. Chem. Phys. 18, 734 (1950). The author is indebted to 
the referee for this reference. 

'M. E. Fisher and M. F. Sykes, Phys. Rev. 114, 45 
(1959). 

'For some more details see also the end of Sec. 2 and 
Ref. 15. 

such that 

x".2r(d) = A[,8d;2r]" + O(Bd.2r - e)" (n --+ co). (1.2) 

Moreover, (:Jd.2r is the eigenvalue of largest absolute 
value of M(d, r) which is necessarily positive and 
simple (by the Perron-Frobenius theoremS; some 
power of M have all entries strictly positive). In 
the simplest case, r = 1, 

xn,2(d) = number of n-step walks without 
immediate reversals = 2d (2d - 1)tH, (1.3) 

and 

(:Jd.2 = 2d - 1. (1.4) 

For r = 2, corresponding to walks without im­
mediate reversals or loops of size 4, it is still easy 
to write down M(d, 2) and to obtain 

{:Jd,4 = 2d - 1 - 1/2d + O(1/d2
}. (1.5) 

For higher r it becomes already cumbersome to 
write out M(d, r) and expansions for (:Jd.2r explicitly. 

For x .. (d) and {:Jd = lim.._.. [x .. (d)]l/n the best 
results in t.he literature, as far as the author knows, 
are6

-
S 

(1.6) 

and 

2d - 1 - log (2d - 1) :::; {:Jd :::; 2d - 1 (1.7) 

for a certain constant al. In addition, numerical 
results about {:Ja and {Ja are known.3 This ignorance 

6 F. R. Gantmacher, Applications of the Theory of Matrices 
(Interscience Publishers, Inc., New York, 1959), Chap. III, 
Sec. 2. 

6 J. M. Hammersley and D. J. A. Welsh, Quart. J. Math., 
Ser.2 13, 108 (1962). 

7 B. C. Rennie, Magy. Tud. Akad. Mat. Kut. Int. Kozle­
men A6, 263 (1961). 

8 J. M. Hammersley, Sankhya, A25, 269 (1963). 
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justifies to some extent the derivation of asymptotic 
results for fJd as d ~ <Xl, even though d > 3 does 
not correspond to real physical problems (of also 
Fisher and Gaunt9

). In Secs. 2 and 3 we prove 

Theorem 1. For each fixed r ~ 0; ° ~ fJd.2. -
fJd = O(d-') d ~ <Xl. (A more precise estimate of 
the error-term in the right-hand side is given in 
Secs. 2 and 3). By combining this theorem with (1.5) 
one obtains 

Corollary 1. fJd=2d-1-1/2d+O(1/d2) (d ~ <Xl). 
One might say that in high dimensions the main 
effect of the condition that the walks be self-avoiding 
is the exclusion of immediate reversals. 

Since fJd.2. is a solution of the characteristic equa­
tion for M(d, r), whose coefficients are polynomials 
in d, it is algebraic in d. Moreover, fJd ~ fJd.2. ~ 
fJM (r > 2) so that fJd.'. has an expansion10 

fJd.2. = 2d - 1 - 2
1
d + f a .... d-n

/
h 

n-2h 

for some positive integer h = her) and large d. It 
is not obvious, however, that h = 1, and even 
though we arrive at some kind of asymptotic ex­
pansion of fJd, we cannot conclude that it involves 
only integral powers of d. It should be pointed out 
that the existence of such an asymptotic expansion 
for fJd was surmized by Fisher and Gaunt/' and 
even with considerable optimism computed to the 
coefficient of 1/d5

• Since we only went as far as 
Pd.4 one can compare Fisher and Gaunt's expansion 
with Corollary 1 only up till terms of order d-2 

(of course they agree so far). Fisher and Gaunts 
method is only heuristic and differs entirely from 
ours and the only way to check the coefficient in 
reference 8 would be to compute M(d, 6) and then 
Pd,12 up till terms of order d- 6

• 

In Sect. 4, which is independent of Sects. 2 and 3 
we improve the estimates (1.6). The exact result is 
given in 

Theorem 2. There exist constants cx6(d) and CX7(d) 
such that 

and 

tI" < (d) < e" ... ·lId+o1 !o""Q" 
I'd _ X.. _ I'd (1.8) 

~ 4(d - l)nfJ~"-\ (1.9) 

where 'Y2n-l(d) is the number of self-avoiding poly-
9 M. E. Fisher and D. S. Gaunt, Phys. Rev. 133A,224 

(1964). 
10 L. V. Ahlfors, Complex Analysis (McGraw-Hill Book 

Company, Inc., New York, 1953), Chap VI, Sec. 2. 

gons of 2n - 1 steps in d dimensions (i.e., the 
number of W

2 
.. -

1 with !X2 .. _ 1 (W
2 

.. -
1)! = 1; cf. Ref. 1). 

The left-hand side of (1.8) and the right-hand side 
of (1.9) where proved before by Hammersley.H.12 
The right-hand side of (1.8) improves (1.6) for all 
d ~ 3 and the left-hand side of (1.9) improves 
Theorem 3 of Ref. 1 for d ~ 4. Theorem 2 is, how­
ever, still far from the expected formulas 

Actually, the following theorem follows easily from 
the results in Ref. 1. 

Theorem 3. There exists a sequence nl < ~ < ... 
(depending on d, possibly) for which 

'Y'''I+l(d) ~ 2-4(2ni + If6d-6fJ!"', i = 1,2, .... 

In view of this it does not seem worthwhile to give 
more than an indication of the proof of Theorem 2. 
Finally we mention that, one can improve Theorem 4 
of Ref. 1, by copying its original proof with the 
present Theorem 2 replacing (1.6) and its analog 
for 1' ... We only state the result. 

Corollary 2. There exist constants A 6 (d) - A9(d) 
such that 

(1.10) 

and 

(1.11) 

2. THE ASYMPTOTIC BEHAVIOR OF {ld.2. - (Jd 

The idea of the proof of Theorem 1 is to build self­
avoiding walks by "removing loops" from paths with 
double points. We do this in the following canonical 
way. Let v = {Xo(v) = 0, X1(v), ... , X .. (v)} be a 
walk on the d-dimensionallattice (lXi+l - Xi! = 1, 
but v not necessarily self-avoiding). Let i 1 be the 
smallest index for which X. is a double point, i.e., 
for which there exists a j > i such that Xi = Xi' 
and let jl be the largest such j. Then the points 
0, Xl, X 2 , ••• , Xi,-l are never visited again, Xi, 
is visited at the jest step but never after, and hence 
the walk 0, Xl, ... , X", Xi,+l, X i ,+2, ••• , X" 
(which still moves at each step from a point to 

11 J. M. Hammersley, Quart. J. Math., Ser. 2 12, 250 
(1961). 

12 J. M. Hammersley, Proc. Cambridge Phil. Soc. 57, 
516 (1961). 
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one of its nearest neighbors) has no double points 
in the first i l steps. We now determine i 2, the smallest 
index exceeding jl for which Xi, is a double point 
of this new walk and j2, the largest j with X j = Xi,. 
By removing the 100pl3 X i .+" ... ,X j • we obtain the 
walkO, XI, ... ,Xi" Xj,+I, ... ,Xi., X j.+ I, ... ,Xn 

with no double points before X j .+ I • Continuing in 
this manner we obtain a self-avoiding walk after a 
finite number of steps, say after removal of m loops 
X i .+ I , ••• , Xj. k = 1, ... , m with total number 
of points L = :L:-I (jk - ik). The resulting path 
is then a wn

-
L

• Of course m = m(v) and L = L(v) 
depend on v but 0 :s; m :s; L :s; n, and there are 
at most (n + 1)2 possible pairs m, L. We now 
restrict v to Wn.2r which has Xn.2r members. One 
can then find mo = mo(r, n) and Lo = Lo(r, n) 
such that there are at least Xn.2r/2(n + I? paths 
v in W".2r which can be turned into a wn

-
L

• by 
removal of mo loops of total number of points Lo• 

In general, a fixed wn
-

L
• is obtained by removal of 

loops from several v but an upper bound for the 
number of v which lead to the same w is given in 

Lemma 1. For each wn
-

L
• there are at most 

(n - Lo + 1)(2d)L.[ p(d, r) J"" 
mo 1 - p(d, r) 

paths v E W n •2r which turn into W,,-L. by removal 
of mo loops, wherel4 p(d, r) = PIS; ~ 0,1 :s; j :s; 2r 
but Sj = 0 for some j > 2r) and Sj is a simple 
random walk in d dimensions. 

Proof: It is simpler to prove the lemma by re­
versing the process of loop removal, i.e., we use the 
fact that any v E W n •2r which leads to wn

-
L

• by 
removal of mo loops can be reconstructed by in­
serting mo loops of total number of points Lo in 
W,,-L •. Moreover, since v E Wn .2r , each one of these 
loops must have at least 2r + 2 points. The mo 
places where the loops should be inserted in w can 

b I t d · (n - Lo + 1) e se ec e m mo ways. After the mo 

places have been selected, one still has to choose 
the mo loops and we need an upper bound for the 
number of choices for these mo loops. Represent 
the kth loop by a sequence of points 

13 We denote by "loop" the path X j.+1, ••• , Xj. where 
IX i.+1 - X i.1 = 1 and not X i,+1 = Xi. The number of 
points in this loop is j2 - i 2, which must 6e even. 

14 The sYI?bol P {E I means the probability of the event 
~.P{EIFJ Wlll.be used for the condit.ional probability of E, 
given F. The Simple random walk is a Markov chain on the 
integral P?ints. It starts. at So = 0 and moves at each step 
fr~II,l a pomt to one of ItS 2d nearest neighbors, with prob­
abilIty 1/2d for each neighbor. The individual st.eps are 
independent. 

with 

I Y.+ l •k - Yi.kl = 1, 

Y;.k ~ Y;.k 

for 0 < Ii - jl :s; 2r. 

This representation is meant to indicate that inser­
tion of this loop at the place Xi of 0, XI, ... , X n - L • 

changes the path to 0, Xl, ... X X· + Y , t" l.k, 

Xi + Y 2 • k ,···, Xi + Y ... k , Xi, X;+I,···, X,,-L •. The 
rk'shave to satisfyrk+1 > 2rand :L:~l (rk+ 1)=Lo• 

The path 

0, Yl • l , Y 2 • l , ... , Yr,.l' 0, Y12 ••• Y . , ,r •. 2, 

0, ... ,0, Y ... Y 0 I,mol ,t'.o,mo" 

obtained by juxtaposing the mo loops is then a 
walk of Lo + 1 points which passes at least (mo + 1) 
times through the origin (counting the initial and 
end point). However, any two visits to 0 are sepa­
rated by at least 2r + 1 steps. The number of such 
paths is at most 

(2d)L.p la simple random walk of Lo steps returns 
at least mo times to 0 with at least 2r + 1 steps 
between successive returns) :s; (2d)L'[p(d, r)ro. 

Th~s is not the required upper bound though, because 
a gIven path, 0, Y l I, ••. Y I 0 ... Y 0 . '1'1." ,rmo ,mol 

can be broken up in several ways into mo loops. 
Assume that we have a path of Lo + 1 points 
starting and ending at 0 and returning exactly 
s ~ mo - 1 times to 0 in between, with at least 
2r + 1 steps between successive visits to O. Such a 

path can be broken up in ( S ) ways into mo 
mo - 1 

loops, each of length at least 2r + 1. In fact we 
have to choose mo - 1 points for end points of the 
loops (and add the last point as end point of the 
moth loop), and these points can be chosen from the 
s visits to o. By the same argument as above, the 
number of paths with s intermediate visits to 0 as 
described is at most (2d)L'[p(d, r)]'+l, and since 

each such path corresponds to ( s ) ways of 
mo - 1 

choosing the loops, the total number of choices for 
the mo loops is bounded by 

= (2d)L'[ p(d, r) Jm. 
1 - p(d, r) . 
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This completes the proof, since the number of times 
w .. - L

• can be obtained by loop removal is at most 
equal to the number of v which can be reconstructed 
by inserting loops in w .. - L

., which in turn is at most 
the number of possible selections for the places 
where the loops should be inserted times the number 
of ways of choosing the loops. 

Lemma 2. 

(d) > xn.2r(d) (n - Lo + 1)-1 
X .. -L. - 2(n + 1)2 mo 

X (2d)-L.[1 - p(d, r)Jm .. 
p(d, r) 

(2.1) 

Proof: By the choice of mo and Lo there are at 
least x ... 2r(d)/2(n + 1)2 paths in W ... 2Tl which, by 
removal of mo loops of total number of points Lo, 
go over in a self-avoiding walk of length n - Lo. 
But there are x .. -L.(d) wn- L• and each one is ob­
tained at most 

(n - Lo + I)(2d)Lo[ p(d, r) J"'o 
mo 1 - p(d, r) 

times by Lemma 1. Thus 

x ... 2r(d) < (n - Lo + 1) 
2(n + 1)2 - mo 

(2d)LO[ p(d, r) Jmo 
(d) 

X 1 _ p(d, r) Xn-Lo , 

which is precisely the lemma. 

Lemma 3. There exist constants C1 and C2 such 
that 

Theorem 1. There exists a constant Co such that 

o ~ f3d.2r - f3d ~ ~~ 

[
(r + 2)2r+4 1 d! (d - 8r + 4)! (r + 3)2r+10J 

X (r + 2)! + d [(d - 4r + 2)!]2 (r + 3)! 

for r = 0, 1, ... , and d ;::: max (26r - 13, 5). 

Proof: The left-hand inequality is obvious. To ob­
tain the right-hand inequality one takes (n - Lo)th 
roots of both sides in (2.1) and applies Stirling's 
formula. There results the inequality 

[x .. _L.(d)f1n- Lo = {3d(1 + E1(n)) 

;::: [xn.2r(d)]l/nO+L,ln-L')2- lIn- L'(n + 1) -2/ .. -L. 

( 
L + I)-l/n-L' X n - m: (2dfLo/n-Lo 

[
1 - p(d, r)Jm.1n-L. _ (f3d.2r)-LO/ .. -L. 

X p(d, r) - {3d.2r 2d 

[ 
Xn 1 - p(d, r)]"'. 

X (1 - x,,) 1 _ x" p(d, r) (1 + E2(n)), 

where 

x" = mo/(n - Lo) 

and E.(n) --t 0 (i = 1, 2) as n --t co through a se­
quence for which lim sup mo/n ~ lim sup Lo/n < i. 
It is a trivial minimization problem to show that 

(1 - x)[x/(l - x)(l - p)/p]'" ;::: (1 - p), 

o ~ x ~ 1 

1 C1 o ~ p(d, 0) - 2d ~ d2' d = 3,4, ... , 

[recall that 0 ~ p(d, r) < 1] and, therefore, when we 
(2.2) let n --t co through a sequence for which 

C2 (r + 2)2r+4 
p(d, r) ~ dr+1 (r + 2)! ' 

r = 1,2, ... ,d = 3,4, ... (2.3) 

Moreover, for suitable constants C3 and C4 , Lo(r, n) 
can be chosen in such a way that 

1· Lo(O, n) < C3 f d 5 6 1m sup _ -d or =,,' .. 
n_CO n 

(2.4) 

and 

r Lo(r, n) < C4d! (d - 8r + 4)! (r + 3)2r+10 
lI~~~UP n - dr

+
1 [(d - 4r + 2) !]2(r + 3)! 

(2.5) 

for r = 1, 2, ... , d ;::: max (8r - 4, 4r + 4). 
This lemma is of a computational nature and we 

prefer to postpone its proof until the next section. 

Lo(r, n) A(d) l' . f Lo(r, n) 
L( )

--t . ,r = Imill 
n - 0 r, n ,,~., n - Lo(r, n) 

and for which A (d, r) < l, we obtain 

{3d;::: {3d.2r - {3d.2r[1 - (f3~.~r)A(d.r)(l - p(d,r))] 

[ (
{3 )A(d.r) ] 

;::: {3d.2r - 2d 1 - ~.~r (1 - p(d, r)) . (2.6) 

This is first applied for r = 0, which corresponds to 
a simple walk without conditions on the loops. 
Then f3d.O = 2d and therefore, as soon as (2.2) and 
(2.4) are established, it follows from (2.6) that 

f3d ;::: 2d - 2dp(d, 0) = 2d - 1 + O(I/d) 

for sufficiently large d, say d ;::: do, so that 

{3d.2r ;::: f3d ~ 2d - 2 (d ;::: do). (2.7) 
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J 
FIG.!. The six types for three steps of a path in W .. ,(. 

In (a), the three steps are in one plane and in (b) they are 
three dimensions. 

[From previous estimates3 one knows that (2.7) holds 
for d = 2, 3 and probably for all d ~ 2. Our esti­
mates for C1 and C3 are not sharp enough to show 
this]. Substituting (2.7) in (2.6) one finally has for 
d ~ do 

f3d ~ f3d,2r - 2{ 1 - (2d 2~ 2r(d,rl (1 - p(d, r» 1 
Together with (2.3) and (2.5) this implies the 
theorem as soon as d ~ do and the right-hand side 
of (2.5) is less than !. It follows easily from Stirling's 
formula that the right-hand side of (2.5) will be 
less than! for large d, d ~ .26r - 13. But then the 
theorem follows in general by taking Co sufficiently 
large. 

Corollary 1. f3d = 2d - 1 - 1/2d + O(1/d2
). 

As stated in the introduction, Corollary 1 follows 
from 

f3d" = 2d - 1 - 1/2d + O(l/d~. (2.8) 

We shall not actually prove (2.8) here, but do want 
to indicate how to find M(d, 2) (cf. Sec. 1). Whether 
or not a path will have an immediate reversal or 
will close a loop of size four at a given step depends 
on the three preceding steps. The six possible types 
for three consecutive steps of a path in W .. " are 
shown in Fig. 1. Thus W .. ,4 splits into six subclasses 
according to the type of the last three steps. It 
is easy to express the number of paths of a given 
type of size (n + 1) as a linear combination of the 
number of paths of size n of each type. M(d, 2) is 
the matrix corresponding to this set of linear re­
currence relations of the first order and f3d,4 is its 
largest eigenvalue. IS As described, M(d, 2) would 
be a6 X 6 matrix. Actually a closer look reveals 
that one does not need to divide the paths in six 
types but that certain types can be lumped to­
gether and a 3 X 3 matrix will suffice. 

16 An analogous example is treated in detail in R. Bellman, 
Introduction to Matrix. Analysi8 (McGraw-Hill Book Com­
pany, Inc., New York, 1960), Chap. 16, Sec. 2-11. 

3. PROOF OF LEMMA 3 

It is well known16 that PIS" = O} = 0 for odd n 
and thus by the definition of p(d, r) (cf. Lemma 1), 
one has 

'" 
p(d, r):::; L PIS2n = O} 

n-r+l 

and 

o :::; p(d, 0) - PI S2 = O} 

1 '" 
= p(d, 0) - 2d :::; ~ PIS2 .. = OJ. 

Moreover forZ= IZ(ll ... Z(dl} 16 , '" 

PIS2" = Z} = (2~r [:r e- i80Z<tl"(e) de 

:::; c~r [+rr <tree) de = PIS2 .. = O} 

where I~; de stands for the d-fold integral 

d 

(3.1) 

(3.2) 

(3.3) 

[+rr '" [:r del '" ded , 

and 

o·z = L OjZ(j), 
j-I 

1 d 

epee) = d ~ cos ej , 

the characteristic function for one step of the simple 
random walk in d dimensions. It is easy to see 
from (3.3) thae6 

Finally,S 
P{S2n = O} ~ P{S%n+2 = OJ. (3.4) 

P {S2" = O} :::; P(first 2n steps of random 
walk are confined to a n-dimensional sub- (3.5) 
space) 

< (d)(!!:)2" < ~ 17 

- n d - n! dn 
, 

since return to 0 at the 2 nth step requires that for 
each step in the jth direction there is an opposite 
step in the jth direction. By (3.4), (3.5), and (3.3) 
one has 

'" 
L P{S2" = O} :::; P{S2H2 = O} (3.6) 

n-r+l 

4-1 '" _ (r + 1)2r+2 
+ .. .1;2 + t; PI Sa .. - O} :::; (r + 1)! dr+l 

d(r + 2)2r+4 ( 1 )d f+r ep(O)2d 
+ (r + 2)! dH2 + 271' -r 1- ¢(O) de. 

H 0 :::; OJ' :::; 71'/2 :::; OJ'' < 71' for jf = 1, ... , k, 

18 G. Polya, Math. Ann. 84, 149 (1921). 
17 The next-to-laBt member of (3.5) is correct only for 

n ~ d, but the last member can obviously be used for all 
n ;::: O. 
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i" = k + 1, ... , d, then 

1 d 

14>(0)1 ~ d ~ Icos oil 
4 k 4 d 

~ 1 - -2- L: O~ - -2- L: (11' - 0;)2 
11' d i-I 11' d i-HI 

4 { k d } ~ exp - 2"'d L: O~ + L: (11' - oy . 
11' i-I j-k+1 

Using the evenness of cos 0 and the symmetry of 
ep(O) in its arguments, we may writelS 

1(1-)d f+O' ep(0)2d dol 
211' _0' 1 - ep(O) 

~ IJ f. (d) 1"/2 1"/2 ~ L...J ... 0 dOl' .. dOk 
11' k-O k 0 

f .. f" I ep(0)2d I 
X 0'/2'" 0'/2 dOk+l ... dOd 1 - ep(O) 

~ Id f. (d) l .. n 1"/2 L...J ... 0 dOl' .. dOk 
11' k-O k 0 

(3.7) 

~ (!)d 1I'42d f+a> {t 0~}-;-1 exp {- 82 t O~} dO 
11' _a> ,-1 11' ,-1 

= 2d(?!:)!d r[(d - 2)/2]= 4 _d_ (?!:)id 

8 r(!d) d - 2 8 . 

Combining (3.7) with (3.6), (3.1), and (3.2), one 
easily derives (2.2) and (2.3). 

For the proof of (2.4) we need the following esti­
mate, which is proved in exactly the same way 
as (3.7): 

_ (1-)d f+l' 2dcp(Or - (2d - l)ep(0)2d+1 
- 211' _0' [1 _ ep(0)]2 dO 

~ (!)d 1I'
4

d
3 

f+a> {t 0~}-2 
11' 4 -a> ,-1 

X exp {- 82 t O~} dO 
11' i-I 

dB (1I')1d 
= 64 (d _ 2)(d _ 4) 8 ' d = 5, 6, .. '. (3.8) 

One proves (2.4) and (2.5) by means of Markov's 
inequality,19 namely, if 

then 

L: L(v) L: L(v) 
vEWn ,,. 

L: 1 
vEWn .• ,. 

.EWn ,,, < 1C(d r) _ 2 , , 

X ... 2r 

L: 1::; hn.2rt 
tiE Wn,.r 

L(.,.":C(d.r) 

(3.9) 

and hence the number of v E W ... 2r with L(v) < 
C(d, r) is at least h ... 2T) and thus there exists an 
Lo = Lo(r, n) < C(d, r) such that the number of 
v E W ... 2r with L(v) = Lo is at least Xn.2r/2(n + 1). 
For this Lo there exists an mo such that the number 
of v E W ... 2r with L(v) = Lo, m(v) = mo is at least 
Xn,2r/2(n + 1)2, as required. For the second part 
of Lemma 3 it therefore suffices to prove (3.9) with 
n times the right-hand side of (2.4) substituted for 
C(d, 0), respectively, n times the right-hand side 
of (2.5) for C(d, r). It is useful to realize that the left­
hand side of (3.9) is the expectation of L(v) if v is 
uniformly distributed over Wn •2r . But this distribu­
tion is the same as the conditional distribution for a 
simple random-walk path of n steps, given that it 
has no loops of size less than 2r + 1. Denoting this 
conditional probability distribution by P r and its 
corresponding expectation by E r , we have 

L: L(v)/xn.2r = Er {L(v)} 
,EW.,.,. 

::; Er {number of k for which there exist 
i, j, i < k ::; j, such that Xi(v) = Xi (V) } 
= L:z-o P r {there exist i, j, i < k ::; j 
such that Xi(V) = Xi(v)}. (3.10) 

The inequality follows from the fact that a point 
Xk(v) is removed with one of the loops from v only 
if there exists at least one i < k and one j ~ k 
such that Xi(v) = Xi(v). Of course if there are 
no loops of fewer than 2r + 1 steps, such i and j 
must satisfy Ij - il ~ 2r + 2, and consequently 

.. 
L: P r {there exist i, j, i < k ::; j, 
k-O 

such that Xi(v) = Xi (v) } 
n 00 k-l 

::; L: L: L: Pr{Xi(v) = Xi+2.(V)} 
k-O .-r+l i-k-2. 

,,-1 CD 

~ L: L: 2sPr {X i (V) = Xi+2.(V)}. (3.11) .-0 .-r+l 

18 R. Courant, Differential and Integral Calculua (Inter-
science Publishers, Inc., New York), Vol. II, 2d ed., Appendix 19 A. Renyi, Wahrscheinlichkeitsrechnung (VEB Deutscher 
to Ch. IV, Sec. 3.3. Verlag der Wissenschaften, Berlin, 1962), p. 183. 
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The easiest case is of course r 0, for then there 
are no conditions on loops and Po is the probability 
for simple random walk so that [ef. (3.4), (3.5), 
(3.8)] 

00 00 

E 28PoIX;(v) = X;+2.(v)} E 28PIS2. = O} 
8=1 

::; 2PIS2 = O} + 4PIS4 = O} 
00 

+ d2PIS6 = O} + E 28PIS2. = O} 
.-d 

o(~). 
Thus for r = 0, (2.4) holds and, as observed in the 
proof of Theorem 1, this together with (2.2) implies 
(2.7) for d ~ do, a fact which we need in order to 
prove (2.5). For general r we split v E Wn ,2r with 
X;(v) = Xi+2.(V) in three pieces: its first i + 
2(8 - t) steps, its last n - i - 28 steps and a 
middle piece of 2t steps (t ::; 8). These pieces are 
paths belonging to W i +2(.-t>,2r, Wn - i - 2.,2r, and 
W2',2., respectively. If Xi(v) is to equal Xi+2.(V) , 
the middle piece has to satisfy certain conditions, 
once the first piece is given. In fact when the first 
part is given, the end point of the middle piece is 
fixed and there are at most 

supz Inumber of v E W2',2r which end 
in Z} ::; supz Inumber of v E W2 ,,0 which 
end in Z} = (2d)2' supz PIS2' = Z} ::; 

(2d?' PIS2' = O} [cf. (3.3)] (3.12) 

possible choices for the middle piece. Consequently, 

PrIX;(v) = Xi+2.(v)} = X;;-,I2r 

X I number of v E Wn,2r with X.(v) = X.+2.(v)} 

X sup I number of v E W2,,2r which end in Z}. 
z 

(3.13) 

On the other hand, let P be the probability that 
three paths, VI, V2, va, chosen at random from 
Wi+2(.-1l ,2., W2• ,2., W n-.-2• ,2., can be juxtaposed 
(by translating the initial point of V2 so that it 
coincides with the endpoint of VI and similarly 
translating va) to form a path in W n ,2r' Then, 

Xn,2r ~ X.+2(a-tl,2r·X2',2r·Xn-.-2a.2r·P , (3.14) 

For d ~ 8r - 4 and t ~ r one can easily give a 
lower bound for P. In fact the last (2r - 1) steps 

of VI and the first (2r - 1) steps of V3 are together 
contained in a (4r - 2)-dimensional subspace, and 
the same holds for the first and last (2r - 1) steps 
of V2 together. If these two subspaces are disjoint, 
i.e., if the first and last (2r - 1) steps of V2 are all 
in directions different from the last (2r - 1) steps 
of VI and first (2r - 1) steps of Va, then there can 
be no loops of 2r or fewer steps with an initial point 
in VI (V2) and end point in v2(va). Since VI, V2, Va 

themselves have no loops of 2r or fewer steps and 
t ~ r, the path constructed by juxtaposing VI, V2, Va 

will indeed belong to W n ,2r if the above subspaces 
are disjoint. If the first (2r - 1) and last (2r - 1) 
steps of V2 together are along exactly k ::; 4r - 2 
coordinates axes, then, since all possible k tuples 
of k directions are equally likely, the probability 
that these k directions are different from all the 
directions of the last (2r - 1) steps of VI and first 
(2r - 1) steps of V3 is at least 

(d - t + 2) / (~) 
> (d - 4r + 2)! (d - 4r + 2)! = P(d ) (3.15) 
- d! (d - 8r + 4)! ,r , 

say. It is therefore also true that 

P ~ P(d, r), (3.16) 

and from (3.12)-(3.14) and (2.7),20 it now follows that 

PrIX.(v) = Xi+2.(v)} ::; [P(d, r)X2 •. 2rrt, 
(3.17) 

(2d)2'p I S2' = O} 

-I( 2d )2' ::;[P(d,r)] 2d-2 PIS2'=0}. 

We apply (3.17) with t = 8 for 8 ::; [e-2d],21·22 and 
t = [e-2d] for [e-2d] ::; 8 ::; 4rd2 - 1. 

From (3.4), (3.5), (3.17), and Stirling's formula, 
one concludes, with suitable constants C5, C6 , 

4rd 2 -1 

E 28Pr IX.(v) = Xi+2.(v)} 
8-r+l 

-I( 2d )2dl" ::; [P(d, r)] 2d _ 2 [(2r + 2)P I S2r+2 = O} 

+ (2r + 4)PIS2r+4 = O} + e-4d2PIS2r+6 = O} 

+ 4r2d4P{S2!'_'d! = 01] ~ C5 [P(d, rW I 

20 We, also, use the inequality x n,2r ~ (fJd,2r)n which is 
proved in exactly the same manner as the inequality 
Xn ~ (fJd)n in Ref. 11 [left-hand inequality of (3)]. 

21 In two places we use [a] to denote the largest integer 
not exceeding a. In this meaning it occurs only as [e--2 d] 
and as [sir]. Even though we use square brackets in other 
meanings, the risk of confusion is small. 

22 The cutoff point is chosen at [e-' d] because the estimate 
n2nln! dn roughly takes its minimum for n = e--2 d. 
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{ 
(r + 3/r

+
6 r2d4 ([e- 2d]2)[.-.d J

} 

X (r + 3)! dr+l + le- 2dj! d 

( + 3f r
+

lo 

:::; C6 [P(d, r)fl (; + 3)1 dr + l (3.18) 

Unfortunately these estimates are not sharp 
enough in the region s ~ 4rd2

• We have to go back 
to (3.13), and (3.14) which we now use (with t = s) 
in the form 

Pr {X.(v) = Xi+2.(v)} :::; [P(d, r)f\;.1.2r 

X sup {number of v E W2 •• 2r which end in Z} 
z 

[P(d, r)fl sup P{v ends in Z I v E W 2 •. 2r }.14 
Z 

(3.19) 

where 1]. is either + 1 or -1. Since 2g + h :::; 2d, 
this implies 

(3.20) 

where e = min {02, (1!' - IOI)2}. 
Moreover, because the X 2rp(v) - X 2rp- l(V), p 
1, 2, ... , [sir], are independent when Xi(v) 
Xi-leV) is given for j ;;<!' 2rp, it follows that 

sup P{v ends in Z I v E W2'. 2T) 

Of course, if one replaces W2 •. 2r by W2 •. 0 , thenl6 z 
sUpz P{v ends in Z I v E W 2 •. 0 } = supz P{S2.=Z}:::; 
C7(2s)-i d

• At present we can not draw this con­
clusion because under the condit.ion v E W2 •. 2r 
the steps of v are not independent. However, they 
still have enough independence properties for our 
purposes. More precisely, we use the fact that even 
under the condition v E W 2 •. 2r and even if Xp(v), 
p < i, and X.(v) - Xi+l(V) q ~ i + 1, are fixed, 
then there are still at least 2(d - 4r + 2) possible 
choices for Xi+l(v) - Xi(v), and all possibilities are 
equally likely under the given conditions. The argu­
ment is the same as in the derivation of (3.15), (3.16). 
If the steps X,(v) - X'_I(V) t = i - 2r + 2, 
i - 2r + 3, ... , i and t = i + 2, i + 3, ... , 
i + 2r are along the coordinate axes 11 , ••• 1m , 

where necessarily m :::; 4r - 2, then Xi+l(V) - XJv) 

Xi(V) - Xi-leV), j ;;<!' 2rp} 

= Z - 2: (Xi(v) - Xi-leV)) (3.21) 
i'j6.2rp 

{

['/T] 

= s~p P ?; X 2rp(V) - X 2rp- I (V) = ZI 

v E W2'. 2T) X;(V) - Xi-leV), j;;<!' 2rp} 

1 1+ 11' [./r] 

:::; (21!'i -11' g l«Pv(O)I dO. (3.21) 

can be any step along an axis 1 EE {11' '" , 1m} From (3.20) one sees that 
for then there is only one step along the axis 1 
between X i - 2r +l(V) and X i+2r (V), and hence v can 
have no loop which contains the step X.+l(v) - X.(v) 
and has 2r or fewer steps in total. This argument 
is easily generalized for a number of steps at least 
2r - 1 steps removed from each other. That is, 
if v has to belong to W 2 •. 2r and X;(v) - Xi-leV) 
is already given for all j not of the form 2rp, p = 
1, 2, '" , then there are at least 2(d - 4r + 2) 
possible choices for each one of the steps X 2rp(v) -
X 2rv- l(V), P = 1, 2, ... , [slrVI and these choices 
can be made independent of each other. Let us 
assume that under the given conditions the possible 
choices for X 2rv(v) - X 2rp- l (V) are (0, ... , 0, 
±I,O, ... ,0) with +1 or -1 in one of the places 
kl' k2' ... , kg, g ~ d - 4r + 2, and only a + 1 
or only a -1 in the places k(,' . " k~. Then «Pv(O), the 
conditional characteristic function of X 2rp(v) -
X 2rp- l(V) given these conditions, is 

njFO 

where ni is the number of p for which ei appears 
in the sum 2::~1 e~. in the right-hand side of (3.20). 
Since g ~ d - 4r + 2, for each p one must have 

which easily implies 
d 

II ni ~ (3.23) 

as soon as [sir] ~ d. For s ~ rd one finally obtains 
from (3.21)-(3.23) 
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sup P{v ends in Z I v E W2 •. 2r , Xi(v) - Xi-l(V), 
z 

. (7rd)id(r)iCd-4r+1l 
3 r!' 2rp}:::; 3"; . 

This holds for every permissible combination of 
X;(v) - Xi-leV), j r!' 2rp and therefore also 

sup P{v ends in Z I v E W2t .2r } 
Z 

:::; (;dY\;Y(d-4r+l). (3.24) 

When one combines this with (3.19) one sees that 
... 
I: 2sPr {X,(v) = Xi+2.(v)} 

.-4rd-

:::; Cs[P(d, r)rl(;dYdr2(2d)2-dHr 

(r + 3)2r+lo 
:::; Cg[P(d, r)rl (r + 3)1 dr+1 (3.25) 

for certain constants C sand C 9, and d 2:: max 
(8r - 4, 4r + 4), r = 1, 2, .... 

(2.5) follows from (3.10), (3.11), (3.18), (3.25), 
and (3.15) .. 

4. BOUNDS FOR x., AND 'Y" 

We indicate here how (1.9) can be proved. As 
pointed out in the introduction we do not want to 
give the proof in all its details because we hope that 
Theorem 2 will be improved at some time. For the 
same reason we do not want to give the proof of 
(1.8) which is a refinement of the proof of (1.9) and 
the ideas in Ref. 6. Actually we prove 

n+dn~/(cI+l) 

x! :::; exp (asn2f(d+1) log n) I: 'Y2>'-1, (4.1) 
>.-0 

for some constant as = as(d). Since the left-hand 
inequality of (1.8) is known,l1 and since 

2d(X2 + 1},),>.,+>'.+1 2:: 'Y>.,'Yx. 

[(3.2), (3.3) of Ref. 1], (4.2) 

this implies the left hand inequality of (1.9) [with 
n + dn2 /(d+1) taking the place of n]. But in view 
of the right-hand inequality of (1.9), which is also 
known/2

•
l (4.1) also implies (1.8) with n2

/(d+2) in 
the exponent replaced by n2

/ (d+ll. 

Since there are at most (2n + l)d possibilities 
for the end point of w", we can find a Z = Zen) 
such that the number of w., with X,,(w") = Z is at 
least (2n + l)-dx.,(d). Consider two such self­
avoiding walks w, with X .. (w,) = Z i = 1, 2, and 
choose a Y such that Y + X i (W2) = Xk(Wl) for at 

most n~ pairs (j, k), 0 :::; j, k :::; n «(3 will be deter­
mined later). Since there are only (n + 1)2 pairs 
(j, k), it is not hard to see that there are at most 
(n + l?n-1I points Y' for which Y' + X j (W2) = 
Xk(Wl) has more than nil solutions. Consequently 
we cen choose Y such that its ith coordinate satisfies 
I Y (°1 :::; n (2-md for i = 1, ... , d. (There are 
[2n (2-1I)/d + l]d > (n + 1)2n-~ such points.) There 
exists a self-avoiding path u = {X,(u), 0 :::; i < m} 
of length m = I:~-l I Y (°1 < dn (2-1I)/d from 0 to Y. 
Form a path v which traverses first WI, then u, 
then W2 in the reverse, and finally u in the reverse, 
where each piece is translated so that its initial 
point coincides with the last point of the preceding 
piece in v. Formally v consists of the following points 
in the given order: X,(Wl), 0 :::; i :::; n, X.,(Wl) + 
X,(u), 1 :::; i :::; m, X .. (Wl) + X",(u) + X,(W2) -
X .. (w2), i = n - 1, n - 2, ... ,0, X .. (Wl) + X ... (u) -
X .. (W2) + X,(u) - X",(u), i = m - 1, m - 2, ... , 1. 
v has length 2n + 2m - 1 :::; 2n + 2dn (2-1I)/d - 1, 
and since X .. (Wl) = X .. (W2) = z, its last point is 
Xl(u) with IX1(u)I = 1 so that v is a polygon. It 
is not necessarily self-avoiding, but by the choice 
of Y we know that there are at most nil pairs (j, k) 
for which Xk(Wl) = Xn(Wl) + X",(u) + X j (W2) -
X .. (w2) = Y + X j (W2)' Any further double points 
of v must occur in the piece Xn(Wl) + X,(u), 
1 :::; i :::; m, or in the piece X .. (Wl) + X",(u) -
X,,(w2) + X,(u) - X",(u) = X,(u), i = m - 1, 
m - 2, ... , 1, and one can show that if v has r 
double points, then r :::; n~ + 5m :::; nil + 5dn (2-1I)/d [a 
point which is visited s times counts as (s - 1) double 
points]. Since there are at least (2n + 1)-2dx!(d) 
choices for the pair WI, W2 it follows that 

x!/(2n + 1)2d :::; number of polygons with 
length at most 2n + 2dn (2-1I)/d - 1 (4.3) 
and at most n~ + 5dn (2-~)/d double points. 

On the other hand, each v with r double points can 
be constructed by attaching successively r self-avoid­
ing polygons to a self-avoiding polygon. If we want 
to attach a polygon of length X' to a path y of length 
X, then this cay be done in at most (X + I},),>., ways. 
The factor (X + 1) enters for the number of choices 
of the place of attachment and the factor 'Y>.' for 
the number of choices of the polygon (compare the 
argument in the proof of Lemma 1). If y varies 
through a class of p members one obtains at most 
p(X + I},),>., paths (of length X + X' + 1) in this 
way. It is not hard to show by repeating this argu­
ment that the number of polygons with length at 
most 2n + 2dn (2-lIl/d - 1 and at most nil + 5dn (2-!'l/d 

double points does not exceed 
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r 

L: (2n + 2dn(2-Pl/dy 11 "(/-oj' 

f'+>"O+'··+)..r::;;2n+2dn(I-8)/d_l ;-0 
, (4.4) 

Using (4.2) one shows that (4.4) is at most (4.6) 
n+d,,(2-tf}/d 

[2d(2n + 2dn(2-~)/d)3]"P+5d"('-P)/d+l L: 'Y2A-l' 

~-o 

Together with (4.3) and (4.4) this proves (4.1) 
when one takes 13 = 2/(d + 1) (which gives the 
best bound). 

[See formula (3.7) and p. 966 in Ref. 1. II" is defined 
on p. 963 there]. Notice that we have (x,,/13")x"+1 
as summand rather than (x .. /13") x", as was falsely 
given in Ref. 1. 

We end with a proof of Theorem 3 which is 
merely a combination of two facts proved in Ref. 1. 
Firstly, 

(4.5) 

and secondly, 

Thus 
., 
L II" x" > -} log (1 - x), 
,,-0 13ft 

-

xii, 

and 

II > {3"'l.. ,,- 4n 

2 ~ II" .. > ~ X.. ..+1 > X 
exp f::'o 13" x - f::'o 13" x - 1 - x ' 

for infinitely many n. Together with (4.5) this 
proves Theorem 3. 
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Product Property and Cluster Property Equivalence * 
S. SHERMAN 
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(Received 17 March 1964) 

Uhlenbeck and Ford in their presentation of the Ursell development express a sequence of symmetric 
functions WN in terms of another sequence of symmetric functions UN. They invert this sequence of 
equations and remark that from the first set of equations it follows that the product property of WN 
sequence is equivalent to the cluster property for the UN sequence. They ask for a simple proof of the 
equivalence. Here a modification of an algebra developed by Bohnenblust to prove Spitzer's formula 
on the fluctuations of the sums of independent, identically distributed, random variables is used 
systematically to invert the relations and to prove the equivalence under lighter assumptions than 
previously used. 

UHLENBECK AND FORD (Ref. 1) consider 
a sequence of symmetric functions Wl(rl ), 

W2(rl, r2), Wa(rl, r2, ra), ... and another sequence 
of symmetric functions 

Ul(rl ), U2(rl , r2), Ua(rl , r2, Ta), 

such that, in their language, 

"Wl(rl) = Ul(rl) == 1, 

W2(rl , r2) = U2(rl , r2) + UI(rl)Ul (r2)' 

Wa(rl , r 2 , ra) = Us(Tl, r2, ra) + U2(rl, r2)Ul (ra) 

+ U2Crt, ra)UI(T2) + U2(r2, ra)Ul(rl) 

+ UI(r2)UI(Ta), UI(rl), (28) 
* Research supported by the National Science Foundation, 

Grant No. G24334. 
1 Pp. 136-7 of G. E. Uhlenbeck and G. W. Ford, The 

Theory of Linear Graphs with Applications to the Theory of 
the Virial Development of the Properties of Gases, in Studies 
in Statistical Mechanics, edited by J. deBoer and G. E. 
Uhlenbeck (North-Holland Publishing Company, Amsterdam, 
1962), Vol. I, referred to as UF. 

and so on. The general rule is as follows. Divide 
the N particles which occur in W N in a number of 
groups, and form the product of the functions U M 

which depend on the particles in each group. Then 
W N will be the sum of these products for all possible 
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Together with (4.3) and (4.4) this proves (4.1) 
when one takes 13 = 2/(d + 1) (which gives the 
best bound). 

[See formula (3.7) and p. 966 in Ref. 1. II" is defined 
on p. 963 there]. Notice that we have (x,,/13")x"+1 
as summand rather than (x .. /13") x", as was falsely 
given in Ref. 1. 

We end with a proof of Theorem 3 which is 
merely a combination of two facts proved in Ref. 1. 
Firstly, 

(4.5) 

and secondly, 

Thus 
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L II" x" > -} log (1 - x), 
,,-0 13ft 

-

xii, 

and 

II > {3"'l.. ,,- 4n 
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exp f::'o 13" x - f::'o 13" x - 1 - x ' 
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equations and remark that from the first set of equations it follows that the product property of WN 
sequence is equivalent to the cluster property for the UN sequence. They ask for a simple proof of the 
equivalence. Here a modification of an algebra developed by Bohnenblust to prove Spitzer's formula 
on the fluctuations of the sums of independent, identically distributed, random variables is used 
systematically to invert the relations and to prove the equivalence under lighter assumptions than 
previously used. 

UHLENBECK AND FORD (Ref. 1) consider 
a sequence of symmetric functions Wl(rl ), 

W2(rl, r2), Wa(rl, r2, ra), ... and another sequence 
of symmetric functions 

Ul(rl ), U2(rl , r2), Ua(rl , r2, Ta), 

such that, in their language, 

"Wl(rl) = Ul(rl) == 1, 

W2(rl , r2) = U2(rl , r2) + UI(rl)Ul (r2)' 

Wa(rl , r 2 , ra) = Us(Tl, r2, ra) + U2(rl, r2)Ul (ra) 
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and so on. The general rule is as follows. Divide 
the N particles which occur in W N in a number of 
groups, and form the product of the functions U M 

which depend on the particles in each group. Then 
W N will be the sum of these products for all possible 
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ways of division of the N particles. The U M can 
also be expressed in terms of the W N by inverting 
the relations given in (28). One finds 

UI(rl) = WI(r l), 

U2(rl , r2) = W2(rl , r2) - WI(rl )WI(r2), 

Ua(rl , r2, ra) = Wa(r l , r 2 , ra) 

- W 2(r l , r2)WI(ra) - W 2(r l , ra)WI(r2 ) 

- W 2(r2, ra)WI(rl ) + 2WI(rl)WI(r2)WI(ra), (29) 

and so on. The general rule is the same as that for 
expressing the W N in the U M except for a coefficient 
(- )k-l(k - I)!, where k is the number of groups 
into which the M particles in U M are divided. 

The significance of the relations (28) and (29) 
lies in the following fundamental properties of the 
functions W Nand U M. When we divide the particles 
into a number of groups containing aI, a2, ... , 
particles, then for configurations in which particles 
of different groups are so far away from each other 
that their interaction vanishes, we have: 

W N --t W a, W", ... (product property), 
U M --t 0 (cluster property). 

This follows immediately from the definitions in 
(26) and (27). However, one can prove in general 
that if the W Nand U M are related by (28) and (29) 
then the product property of the W N implies the 
cluster property of the U M, and vice versa. For a 
proof by induction of the first statement see B. 
Kahn and G. E. Uhlenbeck, Physic a 5 (1938) 399. 
A simple direct proof of either statement is lacking." 
(which ends the quotation from UF). 

While the cited proof in Kahn and Uhlenbeck2 is 
simple enough and the reverse implication can be 
supplied in a few additional lines, there is a modifi­
cation of an algebra, developed by Bohnenblusta 

to establish Spitzer's formula4 on the fluctuations of 
sums of independent, identically distributed random 
variables, which can also be used systematically to 
invert (28) and to establish the equivalence between 
the product property for the W N sequence and the 
cluster property for the UN sequence. This approach 
is presented here deliberately ignoring the fact that 
the W N and UN are integrands of certain multiple 
integrals. Comments suggested by this fact are 
presented at the end. 

Let 0 = {I, 2, ... ). Let A, B, ... , S, T, 

• B. Kahn and G. E. Uhlenbeck, Physica 5, 399 (1938), 
referred to as KU. 

3 Presented at meeting of A.A.A.S. (December, 1962) by 
H. F. Bohnenblust of California Institute of Technology. 

4 F. Spitzer, Trans. Am. Math. Soc. 82, 323 (1956). 
See Theorem 3.1, p. 330. 

be finite subsets of O. With each such subset A associ­
ate symbol ZIAl. Define 

ZIAIZIBI = {ZIAVBJ, A n B = q" 

df 0, A n B -F q" 

where A U B is the union of A and B, A n B is 
the intersection of A and B, and q, is the empty 
set. Note that the resulting multiplication is com­
mutative and associative: 

and 
(zIAIZIBJ)ZICI = ZIAI(ZIBIZICI). 

Real linear combinations of ZIAI define a real algebra. 
For each A let IA I be the number of elements in A 
and let W A and U A be symmetric functions of IA I 
variables. Then 

W(z) = L W sZISJ, 
df S 

'U(z) = L U TzITI, 
df ","'T 

are functions from r = (rl' r 2 , ••• ) to the algebra. 
If A = IiI, i 2 , ••• ,ilAII. then 

WA maps r --t into WA(r i " r i ., •• , , r iIAI ). 

Suppose 
'" 'U"() 

W(z) = exp 'U(z) = L -f. (1) 
df .. -0 n. 

Note that this implies 

W'" == 1 
and by comparing coefficients of ZITI for T -F q" 

W T = L UAUB ... 

partition of T into lA, B, C, ... ). 

For each A and B such that IA I = IBI suppose 
UA = UB. Then write UA = U 1A1 . This specializa­
tion (and the additional ones (1) UI (r) == 1 and 
(2) W A --t 1 as all the arguments become infinite) 
is what occurs in UFo 

Now return to investigate the consequences of 
Eq. (1) in the general case. Fix rl, r2, ... Let 
OJ U O2 = 0 and 0 1 n O2 = q,. Suppose 

WA = WAnD, WAnD, (product property) (2) 

for each A. Let 

W D, = L WAZ 1AI , 
df Ac Oi 

From Eq. (2) 
W = W D, W n. , 

and conversely this implies (2). 
Let 

t = 1,2. 

'Un, L UB ZIBI, i = 1,2. 
df 4J~Bc 0, 
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From Eq. (1) 

'W o, = exp ('Un.), ~ = 1,2. 
Thus 

'W = 'W n.'W n. exp ('Un. + 'Un,) = exp ('U). 

It follows that 'U n. + 'U n, = 'U. Further U A ¢ 0 
implies 

A C n, or A C n2 (cluster property). (3) 

Thus the product property for 'W implies the 
cluster property for 'U. Analogously reversing the 
steps shows that cluster property for 'U implies the 
product property for 'W. What has been shown here 
involves weaker hypotheses than (KU, pp. 402-404) 
or (UF, pp. 136-137, see footnote p. 137) since it 
is not assumed that U A and U B define the same 
function if IAI = IBI. It is neither assumed that 
U, = 1 nor WA(r, • ... r i ) . ) 1. Further, 

(I rii-Q).l~J:::;:a 

the choice of n, and n2 need not be on the basis 
that i En" i E n2 imply Iri - rillarge. 
Write 

where 

Then solve for 'U to get 

'" i-i 'Wi 
'U = L (-1) - .. 

i-I J 
For S ~ cf> 

Us = L (_1)-1 + No. sets inpartitioD 

(-1 + No. sets in partition) ! W AW B 

partition of S into (A, B, C, ... }. 

This generalizes the inversion of the W-U rela­
tions in the aforementioned references. 

Note the similarity between Eq. (1) and II, 
3 Eq. (14) of UF (p. 132), but bear in mind that 
Eq. (1) is an equation in the Bohnenblust algebra 
while II, 3 Eq. (14) is not. Nevertheless this suggests 
that the existence of a generating function identity 
for integrals should make one suspect the existence 
of an analogous generalized generating function 
identity for integrands. Also the argument above 
suggests that product property-cluster property 
equivalence depends on the defining identity (1). 
The last two sentences suggest for U - V equations 
(UF III, 3, Eq. 30, p. 158) related to the generating 
function equation (UF III, 2 Eq. 15, p. 153) that 
no equivalence between product and cluster proper­
ties (see UF, p. 159) exist and further since no neat 
explicit inversion of UF III, 2 Eqs. 30, 15, p. 153 
is available, none should be expected for UF III, 
3 Eq. 30, p. 158. 

B. Friedman has made an interesting suggestion 
which almost deduces our modification (just a re­
normalization) of the Bohnenblust algebra from 
more conventional considerations. Take a Grass­
mann algebraS of the real vector space M with di­
mension m. If {5"" ... , r m} is a basis for the con­
jugate space M' then r" ... , 5"m form a set of 
generators for the Grassmann algebra. Then 

Isi<ism 
and the elements 5"i. D 5"i, D ... D 5"., corre-
sponding to the various subsets {iI, i 2, ... , i,} of the 
set {I, 2, ... , m} (with i l < i2 < ... < i, S m) 
are linearly independent. Each element of the algebra 
may be written as a linear combination of the unit 
element E and of such elements. Now to make a 
connection with Bohnenblust's work. Let A = 
{ii, ... ,ir}, i l < i2 < ... i" andB = {iI, ... , i.}, 
i, < ... < i., be subsets of {I, 2, ... , m}. Think 
of Z[AI as corresponding to rio D ... D 5"., and 
Z[BI as corresponding to rio D ... D ri •. Now 
Z[A1Z[BI corresponds (up to a possible change of sign) 
to (5"i. D ... Dr.,) D (ri. D ... D 5"i.) since if An 
B ~ cf>, then Z[A1Z[B) is zero while (r., D ... D S-i.) 
is in that case also zero. The Grassmann algebra 
preserves the ordering of the set up to even permuta­
tions, while the Bohnenblust algebra is not con­
cerned with the ordering of the set. Possibly proper­
ties of Grassmann algebra can be used to explain 
the formal similarity between (1) and II, 3 Eq. 14 
of UF (p. 132).6 

Note added in proof. A conversation with G. -C. 
Rota revealed that the modified Bohnenblust algebra 
presented here is identical with Rota's Poisson 
algebra I (M. 1. T. lecture notes). While he used 
the algebra to deduce the Mobius function of a 
finite boolean lattice, the algebra is used here for 
a different purpose and as a byproduct yields the 
Mobius function of the lattice of partitions of a finite 
set [Roberto Frucht and G. -C. Rota. A Mobius­
type inversion formula for partitions, Notices Am. 
Math. Soc. 10, 495 (1963)]. 

5 C. Chevalley, Theory of Lie Groups I (Princeton Univer­
sity Press, Princeton, New Jersey, 1946), p. 145. 

6 After this paper had been submitted for publication, 
the author's attention was called to the "symmetric sequence 
algebra," pp. 52 et seq. in J. Schwartz, Statistical Mechanics, 
New York University mimeographed notes 1957-1958; and 
the corresponding development in Chap. 1 of D. RUelle, 
Rigorous Results in Statistical Mechanics,. mimeographed 
lectures at Theoretical Physics Institute, University of 
Colorado, Summer, 1963. While these tools are also designed 
to study the W-U relationship and are adequate for the 
physical purpose, they require stronger hypotheses than that 
required for the Bohnenblust algebra. 
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Kinetic Equation for an Inhomogeneous Plasma far from Equilibrium 
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A kinetic equation for a nonuniform plasma is derived from the Liouville equation by a general 
diagram technique. It describes the evolution of a small spatial inhomogeneity in a plasma whose 
velocity distribution is far from equilibrium (and hence time-dependent)~ The equation is valid for 
short and long times, within the ring approximation. Its explicit form is obtained by the exact closed 
solution of a s~ngular integral equati~n. The kinetic equation is non-Markoffian and, contrary to 
the correspondmg homogeneous equatIOn, keeps a trace of this character even in the limit of long 
times. Only when the velocity distribution and the two-body correlation function reach thermal 
equilibrium does the equation reduce to a Markoffian limit. The latter is identical with the kinetic 
equation derived earlier by Guernsey. The treatment of unstable inhomogeneous plasmas is briefly 
indicated. 

1. INTRODUCTION 

IN recent years the problem of kinetic equations 
for plasmas has been extensively studied. In 

1960 the kinetic equation for a stable spatially 
homogeneous plasma was derived independently by 
one of US/,2 Guernsey/ Lenard/ and Rostoker and 
Rosenbluth.6 In all these papers the plasma is 
assumed to be characterized by a small value of 
its characteristic dimensionless parameter e2ctfJ 
(where e is the electronic charge, c the average 
number density and fJ the inverse of the average 
kinetic energy); the resulting approximation will be 
called the ring approximation. The stability criterion 
is the, well-known condition that the Vlassov die­
lectric constant has no zero in the upper half-plane 
(see, for example, Penrose,6 and Balescu2

). 

These works have been generalized in the follow­
ing two ways. First, the kinetic equation for an 
unstable homogeneous plasma has been derived by 
one of us7 and, independently, in a less general case, 
by Rutherford and Frieman.s A second type of 
generalization, to which considerable effort has been 
devoted, is the derivation of a kinetic equation for 
inhomogeneous plasmas. 

Before the discussion of previous work in this 
field, a clear statement of the problem is desirable. 

• On leave of absence from the Institute of Nuclear 
Research, Warsaw, Poland. 

1 R. Balescu, Phys. Fluids 3, 52 (1960). 
I R. Balescu, Statistical M echanic8 of Charged Particle8 

(John Wiley & Sons, Inc., New York, 1963). 
8 R. Guernsey, Thesis, University of Michigan, Ann 

Arbor, Michigan, (1960). 
• A. Lenard, Ann. Phys. (N. Y.) 10, 390 (1960). 
Ii M. N. Rosenbluth and N. Rostoker, Phys. Fluids 3, 1 

(1960). 
• O. Penrose, Phys. Fluids 3, 288 (1960). 
7 R. Balescu, J. Math. Phys. 4, 1009 (1963). 
8 P. Rutherford and E. A. Frieman, Phys. Fluids 6, 1139 

(1963). 

The inhomogeneity of a general physical system 
can be characterized by two parameters: 'the maxi­
mum amplitude of the inhomogeneity, IL, and the rate 
of spatial variation of the inhomogeneity, 'Y. In the 
case of a plasma, it turns out that the problem can 
be treated explicitly in the cases in which one or 
the other of these two parameters is small. (Of 
course the interactions are still treated in the ring 
approximation.) The case in which 'Y is assumed small 
can be characterized more precisely by introducing 
the following two characteristic lengths: the mean 
free path L f , and the hydrodynamical length Lh 
defined, for instance, as c/max IVc(x)l, where c is 
the average density, c(x) the local density, and 
V == a/ax. The case in which 

(1.1) 

is important in the study of the typically hydro­
dynamical phenomena as well as of transport phe­
nomena in which the constraints are externally im­
posed (e.g., temperature gradients which we are 
able to create experimentally usually extend over 
distances much longer than the mean free path). 
The solution of this problem is relatively very simple, 
once the corresponding problem for the homogeneous 
system has been solved. The kinetic equation in 
this approximation has been derived by one of us 
(Refs. 1 and 2). 

The second type of approximation is characterized 
by the condition 

IL == max [Ic(x) - cl/c] « 1. (1.2) 

The gradients, on the other hand, can be as strong 
as one wishes. A schematical illustration of the two 
situations under discussion is shown in Fig. 1. The 
latter situation is important in the study of plasma 

1140 
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oscillations. It turns out to be considerably more 
complex than the study of the first situation. More­
over, a study of the plasma oscillations requires a 
kinetic equation valid for short times (of order w-l 

" , 
the period of plasma oscillations), whereas in the 
study of static transport coefficients an asymptotic 
equation valid for times much longer than W;l is 
sufficient. Let us remark however that the most 
interesting domain in the study of plasma oscilla­
tions is really the domain of long wavelengths; 
short wavelengths are indeed very rapidly killed 
by Landau damping before any action of the "col­
lisions". It seems therefore that the domain in 
which the complete "p, equation" significantly de­
parts from the corresponding "-y equation" is of a 
rather academic interest. This remark might be 
interesting in view of the fact that the complete 
equation is exceedingly complicated. However this 
equation throws a new light on many questions re­
lated to the theoretical structure of kinetic equations 
for plasmas, and this was the main motivation of 
our having treated this problem anew. 

The first attempt in this direction appears in 
Guernsey's thesis,a in which however no definite 
answer was obtained. Ichikawa9 went a step further 
by deriving a fundamental integral equation whose 
solution would provide the kinetic equation. How­
ever, he solved this equation only in a very rough 
approximation. Wu and RosenberglO made very 
extensive calculations with a similar integral equa­
tion but the approximations they used were quite 
unclear. Fried and Wyldll also attacked the prob­
lem, yet could only discuss a few simple models. 
Meeronl2 also derived an integral equation for this 
problem, but did not solve it. The first complete 
and satisfactory solution of the problem is due to 
Guernsey.IS By adjoining to the assumption of small 
J.L the additional hypothesis that the plasma is near 
to the thermal equilibrium, he has been able to 
solve the fundamental integral equation exactly and 
hence to derive a rigorous kinetic equation for an 
inhomogeneous plasma, valid for all times. The 
technique used by him is a Laplace transformation 
of the first two equations of the BBGKY hierarchy, 
closed in the manner appropriate to the ring ap­
proximation (i.e., expressing the three-body corre­
lations as a superposition of two-body correlations). 

9 Y. H. Ichikawa, Progr. Theoret. Phys. (Kyoto) 24 1083 
(1960). ' 

lOT. Y. Wu and R. L. Rosenberg, Can. J. Phys. 40, 463 
(1962). 

II B. D. Fried and H. W. Wyld, Phys. Rev. 122, 1 (1961). 
11 E. Meeron (to be published). 
18 R. Guernsey, Phys. Fluids 5, 322 (1962). 

C{xl C(X) 

(b) 

FIG. 1. The two extreme types of inhomogeneous systems 
(a) 'Y small, p.large; (b) 'Y large, p. small. 

This method can only be applied if the velocity 
distribution is time-independent. 

Our own main purpose in the present paper is 
to get rid of Guernsey's assumption of closeness to 
equilibrium. On one hand, the crucial role played 
by this assumption is rather uncomfortable from 
a theoretical point of view; on the other hand, it 
excludes any study of unstable systems which, by 
definition, are very far from equilibrium. Our method 
is based on an extensive use of "partial Laplace 
transforms" introduced by Resiboisl4 and one of 
US.7

•
2 The main functional g: occurring in the theory 

is simultaneously a function of time variables and 
of Laplace variables. As is seen from the formal 
part of the theory, presented in Secs. 2 and 3 the . ' dIagram technique developed by Prigogine and one 
of USI5.16.2 is a framework in which the concept of 
partial Laplace transformation enters quite natur­
ally. As in the homogeneous case, the kinetic equa­
tion is determined by a fundamental functional of 
the one-body distribution function; in order to 
evaluate this functional one must solve a singular 
integral equation derived in Sec. 3. In Sec. 4 this 
equation is shown to reduce to Guernsey's corre­
sponding equation when the velocity distribution 
and the homogeneous two-body correlation func­
tion have their equilibrium value. The fundamental 
integral equation is solved exactly in Sec. 5, where 
the main properties of the kinetic equation are dis­
cussed. In Sec. 6 we indicate briefly how these results 
can be extended to the unstable case. However, as 
this extension follows exactly the same line as in 
the homogeneous case,7 we do not write out the 
calculations explicitly. 

2. DERIVATION OF FORMAL EQUATION 

The system studied in the present paper is an 
idealized plasma which consists of a slightly inhomo­
geneous (i.e., small J.L) electron gas of mean density 
c == N In, imbedded in a continuous neutralizing 

14 P. R~sib~is, Phys. Fluids 6, 817 (1963). 
~: 1. Pn~ogl!le and R. Bal~~cu, Physica 25, 281 (1959). 

1. Pngogme, N on Equ~Mri1tm Stati8tical M echanic8 
(John Wiley & Sons, Inc., New York, 1962). 
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FIG. 2. A general contribution to Pk(ai t) in the (small JI.) 
ring approximation. 

positive background. The system is described by the 
Liouville equation 

where 

£0 = at + L v;'V;, 
; 

£' = - L m-1(VV;n)·(a; - an), 
i<n 

at = a/at; V; = a/ax;; a; = alaVi' (2.2) 

and 

(2.3) 

The one-particle distribution function in Fourier 
representation has the form 

f(x, v; t) = c[~(V; t) + J dkpk(V; t)e' k
''''} (2.4) 

The Fourier transform Pk (v; t) will be called the 
inhomogeneity factor; ~(v; t) is the velocity distribution. 
In this paper we use the theory developed by 
Prigogine and collaborators.2.15.16 In this theory the 
solution of Eq. (2.1) for the Fourier components of 
the N-body distribution function is expressed in the 
following form: 

PlkJ(V; t) = (2'1I-t 1 i: 1 dze-·· t (-e2t L (81r3/ny'-' 
,,-0 e {k'l 

X ({k} IRo(z) [£'Ro(z)rI {k'})Plk'J(V; 0), (2.5) 

where {k} is the set of wave vectors corresponding 
to all the N particles of the system, kl' ... , kN, 
II and II' are the number of independent nonvanishing 
wave vectors in the sets {k} and {k'l, respectively, 
and Ro(z) is the resolvent operator for £0 and has 
the form 

({k} IRo(z)I {k'}) 

= '(Lk 1 ) II o(k; - kD· 
t ;'v; - Z ; 

(2.6) 

; 

C is the usual Laplace contour consisting of a parallel 

to the real axis lying above all singularities of the 
integrand. 

Each term in the expansion (2.5) can be repre­
sented by a diagram introduced by Prigogine and 
one of US.2.15.16 

We will first discuss the choice of diagrams. This 
operation is somewhat less clear for a short-time 
equation (which we are looking for) than for an 
asymptotic equation. In the latter case it has been 
shown that the ring approximation is equivalent 
to retaining all diagrams of order (e2c)m(e2tr where 
m and n are arbitrary positive integers (Refs. 1 
and 2). This criterion looses its absolute meaning 
when applied to short times. In order to keep clas­
sification of the terms, we shall therefore be guided 
by the asymptotic behavior and define the ring 
approximation as follows: All terms which behave 
asymptotically as (e 2c)m(e2tr are retained, but the 
time dependence of the corresponding diagrams is 
evaluated exactly. The contributions to the in­
homogeneity factor Pk(a; t) [here and below, f(a) == 
f(v ,,)] which is the most important quantity charac­
terizing an inhomogeneous system, consist of dia­
grams having one external line at left; with the 
assumption that the inhomogeneity is initially small 
(fJ. « 1), there is also a single external line at right. 
It can then be shown that there can be at most 
one inhomogeneity line running through the dia­
gram. [An inhomogeneity line is a line representing 
a factor Pk(j) which is therefore not included in a 
diagonal fragment (see Severne17

)]. The most general 
diagram is then easily seen to be of the type drawn 
in Fig. 2: it is a succession of rings linked together 
by inhomogeneity lines; an arbitrary number of 
loops can be drawn on every line (Ref. 2). 

We now go over to the summation of the diagrams. 
The method used here is a straightforward generali­
zation of the one exposed in Chap. 2 and Appendix 8 
of Ref. 2 (and also in Ref. 7). We shall therefore 
only indicate the main lines of the reasoning. The 
Fourier component of f N with a single nonvanishing 
wave vector k can be written in the following form: 

Pk(a I ... ; t) = (21rfl i: 1 dze- izt 
. 1 

n-O c t(k·v" - z) 

X {Pk(a I .. · ;0) - (47re2/men) 

X L tk· a,,;Pk(j I a, ... ; z) 
; 

(2.7) 

17 G. Severne, thesis, Universite Libre de Bruxelles Brus-
sels, Belgium (1963). ' 
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We use here the same notations as in Ref. 2. Let us 
recall that Pk(j I ... ; z) is the Laplace transform 
of Pk(j I ... ; t). <R~a;l (z) is an abbreviation for 
the following expression: 

'" 
<R~aj) = L: (_e2r+ 1(k<al 1£'[Ro(z)£']"1 k(il), (2.8) 

the sum being over all inhomogeneous rings of the 
type shown in Fig. 3. Ik(i) denotes a state in which 
particle j has a wave vector k, whereas all other 
particles have a vanishing wave vector. In (2.7), 
the first term on the rhs corresponds to a bare line, 
the second to the sum of all diagrams beginning at 
left with a loop, and the third to the sum of all 
diagrams beginning with a ring. We now integrate 
this expression over all velocities but Va and take 
the time derivative in order to obtain the kinetic 
equation for Pk(a; t) in the form 

a,Pk(a; t) + tk·vaPk(a; t) = w!k-2tk.aa<p(a; t) 

x 1 dz e-i"CR~ail(z)pk(j I a, ... ; z). (2.9) 

We made use here of the factorization property2 . 
Pk(j 11, ... , s; t) = Pk(j; t) II <p(i; t). (2.10) 

i-I 

A similar factorization can however not be applied 
to the Laplace transform Pk(j I ... ; z) appearing 
in the last term of Eq. (2.9). The summation pro­
cedure of the ring diagrams depends however 
crucially on such a property; we shall therefore take 
the inverse Laplace transform of Pk(j I ... ; z) and 
obtain 

D,Pk(a; t) == (a, + tk·va)Pk(a; t) - w!k-2tk·aa<p(a; t) 

X J dViPk(j; t) = ~ { dr(27r't
1 1 dz e- iH 

X f (dvt-l<R~aj)(Z)pk(j I a, ... ; t - r). (2.11) 
(a) 

One recognizes in the first term of the lhs the 
familiar linearized Vlassov term. The rhs represents 

FIG. 3. A typical inhomogeneous ring. 

J {I-II ~a + ~ 
=d~1 ~ ~ 

~+!.l a It 

192q~ .7 } 

« " }:;; ? + .... 

FIG. 4. The series for 5'k+1,-l(a; Z, t - .,.). 

the effect of the "collisions". Equation (2.11) is a 
typical non-Markoffian integral equation (in the 
time variable), relating the present evolution to the 
whole history of the system. This is a characteristic 
feature of all short-time equations. Equation (2.11) 
is the extension to inhomogeneous systems of Eq. 
(A8,6) of Ref. 2. Let us stress at this point the 
occurrence of the operation we called a "partial 
Laplace transformation". The Fourier component 
Pk(j I ... ; z) has been transformed back to the time­
dependent Pk(j I ... ; t), but the resolvent operator 
CR~ajl (z) has not been transformed. This operation 
explicitly introduces distribution functions retarded 
in time. It will be seen that the concept of partial 
Laplace transforms allows us to avoid completely 
Guernsey's assumption of closeness to equilibrium. 

3. THE FUNDAMENTAL INTEGRAL EQUATION 

In order to perform the summation of the rings, 
we note that all ring diagrams begin with the same 
vertex at left; we therefore write this vertex ex­
plicitly, thereby obtaining the following equation: 

D,Pk(a; t) = - L dr(27r't 1 1 dz e- iH 

X J dl w;l- 2il. a,,;J'k+l.-l(a; z, t - r). (3.1) 

The function ;J'k+l.-l(a; z, t - r) is defined by a 
series represented diagrammatically in Fig. 4. Its 
simultaneous dependence on a Laplace variable z 
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ff'k+l,-I(a; z) 

+" { 
1 1 

Y+Y 
C( IX 

'H~ [>. ····5····] 
· ~ [=> .... · 5···J 
· ~ [S ..... :3 ... J 

· ~ [=S ..... s ... j 
.~[~ + •••• ? ... j 
. ; [? .... + 2 ... J]} 

FIG. 5. The recurrence relation for ~+\'-l(a; z, t - T). 

and a time variable t - T is characteristic of a 
"partial Laplace transform". [The argument t - T 

will frequently not be written explicitly, unless re­
quired by clarity.] This series can be summed by 
establishing a recurrence relation as in the homo­
geneous case. This relation is obtained by splitting 
off the leftmost vertex of each type of diagram in 
the series: it is shown diagrammatically in Fig. 5. 
One easily sees that in the first two brackets the 
series for ff'k+l,-I(a; z) is reproduced; in the re­
maining brackets there appears a new quantity 
denoted by <Pk,l(a, fl, 'Y; z); it is defined by the 
series of Fig, 6. From Fig. 5 we can write the re­
currence relation in analytical form: 

ff'k+l.-I(a; z) = J dvI[i(k + l),va - l'vI - izrI 

X {(e2/211'2m)[r2il'3aIPk(a)cp(l) 

+ Ik + W2 i(k + 1).3aIcp(a)Pk(I)] 

- w!r2il. 31CP(I)ff'k+I,-I(a; z) 

+ w! Ik + W2 i(k + I)· 3a cp(a)ff'_I,k+I(1 j z) 

+ w! J dv2 [ -Ik + W2 i(k + 1)·aIcf>k,k+I(I, a, 2;z) 

+ k-21,K·a1cf>k,k+I(2, a, liZ) + r 2il.aa cf>k,1 

X (a, 2, 1; z) + k-21,K.aa cf>k,I(2, a, 1; Z)]}. (3.2) 

Note that here and in the following equations the 
functions cp(j) and Pk (j) are always evaluated at 
time t - T, except when otherwise stated explicitly. 

We now evaluate the function cf>k,l(a, fl, 'Y; z) 
in terms of known functions. This is very easily 
done by using a theorem due to ResiboisH con­
cerning a factorization property of disconnected 
diagrams. We use a form of this theorem which is 
explained in detail in Appendix 10 of Ref. 2, to 
which we refer the reader for a general statement 
of the property. The application of Resibois' theorem 
to our case is as follows. 

Consider first all the diagrams consisting of loops 
on a single line, i.e., the upper part of the diagrams 
of Fig. 6. Their sum is nothing other than the well­
known solution of the linearized Vlassov equation, 
obtained by Landau18 (see also Chap. 3 of Ref. 2) . 
More precisely, calling Ek(Z/k) the dielectric con-

cf>k.l(a, fl, 'Y) 

= 'h) .. ... 0 

(-1) 
r r 

=> + ==> (V 
f!> P 

+ ••• 

c( 
II II 51 2 

r I I 

) + + •••• 

P 4 a 

FIG. 6. The series for cI>k,l(a, (J, 'Y; z, t - T). 
----

18 L. Landau, Soviet Phys.-Tech. Phys. 10,25 (1946). 
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stant in the Vlassov approximation 

Ilk) = l-"'!Jd k·3tp(v;t-1') Ek\Z k2 v k ' ·V - Z 
(3.3) 

and letting the kernel 'Ok(Va I Vp; z) be defined as 

'Ok(Va I Vp; z) ='(k 1 ) [a(Va - vp) 
~ ,vp - Z 

(3.4) 

the sum of these diagrams, denoted by Rk(va; Z, t-1') 
is 

Rk(va; Z, t - 1') 

= J dvl'O(v" I VI; Z)Pk(V1 ; t - 1'). (3.5) 

It will be convenient for later use to introduce also 
the inverse Laplace transform of Rk(va ; Z, t - 1'), 

/(,k(Va ; u, t - 1') 

= (27rfl 1. dz e-;"'Rk(va ; z, t - 1'). (3.6) 

/(,k(Va; u, t - 1') is clearly the solution of the 
linearized Vlassov equation for the initial condition, 

/(,k(Va; 0, t - 1') = Pk(Va; t - 1'). (3.7) 

Let us also note that the density excess, defined 
as the integral of Pk(V; z) over the velocity is given, 
in the Vlassov approximation, by2 

Hk(z, t - 1') = J dv Rk(v; z, t - 1') 

= _1_ J dv Pk(V; t - 1'). 
Ek(Z/k) i(k·v - z) 

(3.8) 

As for Rk, we define the function Hk(u, t - 1') by 

The value of this function for u = 0 is the exact 
density excess at time t - 1', 

(3.10) 

Consider now the sum of all lower parts of the dia­
grams in Fig. 6. This sum is nothing other than the 
two-body correlation function in the ring approxi­
mation for a homogeneous plasma. From Ref. 2 we 
know that this function, denoted by Gk.-k«(3, 'Y; z), 
is of the following form: 

1 
Gk.-k(fJ,'Y;z, t - r) = '[k ( )] 

~ . vp - V'Y - Z 

x {27r::k2 ~'k.aPr~(8; t - 1')~('Y; t - 1') 

- idk('Y; t - 1')Fk (8;z, t - 1') 

+ idk(8; t - 1')F_ k ('Y; z, t - 1')} , 

where 

dk (8; t - 1') = ",!k-'k· a~(8; t - 1'), 

and 

Fk(V~; Z, t - 1') 

= J dV'YGk,-k(Vp, Vr ; Z, t - 1'). 

(3.11) 

(3.12) 

(3.13) 

The function Fk(vp; z, t - r) is the fundamental 
function of the kinetic theory of homogeneous 
plasmas, where it appears as the solution of an inte­
gral equation which can be solved exactly in closed 
form (Appendix 8, Ref. 2): It is therefore considered 
here as a known function. 

We now collect our partial results. The sum of 
all disconnected diagrams of Fig. 6, obtained by 
putting together the two components and per­
muting the relative order of their two sets of vertices 
in all possible ways is given, by Resibois' theorem, 
by the following convolution product: 

!f>k,l(a, (3, 'Y; z) 

(3.14) 

The contour C' lies above all singularities of Rk (z') 
and below all those of GI,_l(Z - z'). 

We are now ready for the substitution of (3.14) 
into Eq. (3.2). Using also (3.8) and (3.13), we obtain 

E_l[Z - (k i 1),va }k+l,-l(a; z) 

d ()Jd 5'_l.k+l(l;z) 
- k+l a VI (k + 1) 1 'Va - 'VI - Z 

= qk+l.-l(a; z), 

where 

e2 

+ 27r2 m Ik + 112 (k + 1). ilaIPk(1)~(a) 

(3.15) 

+ ",!(27rfl J dz'[k-2k· ilaGI.-I(a, 1; Z - z')H k(Z') 
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- Ik + W2 (k + 1)· a1Rk (l; z')Fk+l(a; Z - z') 

+ Z-21·a"Rk(a;z')F_ 1(I;z - z') 

+ k-2k.alGk+I._k_l(a, 1; z - Z')Hk(Z')]}' (3.16) 

Equation (3.16) is the fundamental integral equa­
tion whose solution provides the explicit form of the 
collision operator in the ring approximation. 

4. THE FUNDAMENTAL INTEGRAL EQUATION 
NEAR THE EQUILIBRIUM 

Before proceeding with the solution of Eq. (3.16), 
we specialize it first to the case in which the system 
is near equilibrium. In this way we can compare 
our results with Guernsey's!3 We therefore assume 
that cp(aj t) is time-independent, and equal to the 
Maxwell distribution: 

cpO(a) = (m{3/271")! exp (-!{3mv~), (4.1) 

where {3 = (kT)-l. In the subsequent text all quan­
tities evaluated for cp(a) = cpO(a) will always be 
denoted by a superscript 0. 

Let Pk.-k(a, (3; t) be the (Fourier-transformed) 
two-body correlation function in a homogeneous 
system. It is related to the partial Laplace transform 
Gk.-k(a, (3; z, t - r) defined in (3.11) by the equation 

Pk.-k(a, (3; t) = (271"fl 1 dz e-'zt 

X La> dr e'ZTGk._k(a, (3; z, t - r). (4.2) 

When the velocity distribution has its equilibrium 
value (4.1), it is easily seen that G~._k(a, (3j z) does 
not depend on t - r (indeed, the dependence on 
t - r comes entirely from the time dependence of 
the velocity distribution). Hence, 

p~.-k(a,(3;t) = (271"f1 l dze- i•t G~.-~~;(3;Z). (4.3) 

We may stress at this point that pt-k(a, (3; t) 
is not time-independent. Indeed, G~._k(a, (3; z) re­
garded as a function of z, has singularities in the 
lower half-plane; hence p~._k(a, (3; t) consists of an 
asymptotic, time-independent term, equal to 
m ._k(a, (3j 0), and of a number of transient contribu­
tions coming from the singularities of Gt-k(a, (3; z). 
Guernsey's approximation consists of taking at the 
initial time not only cp(Vj t) = cpO (v) , but also of 
neglecting the transient contributions to the cor­
relation function, and hence assuming pt-k(a, (3; t) = 
G~._k(a, (3; 0). This is quite natural in view of the 
nature of his problem. In the situation treated by 

this author, one first waits a very long time until 
complete equilibrium is established; hence cpO (v) , and 
all correlation functions have their asymptotic value. 
One then introduces a perturbation consisting of an 
inhomogeneity which does not affect the correla­
tions. Only in this (rather idealized) case is one 
allowed to neglect the transient contribution to 
pt-k(a, (3; t) in a short-time equation. 

From (4.3) we conclude that in equilibrium 

Gt-k(a, (3; z) = -iz La> du e'·a pt-k(a, (3; u). (4.4) 

Weare now ready for the evaluation of the con­
volution integrals appearing in Eq. (3.16). The first 
of these, involving G and H, can be evaluated using 
(4.4) and (3.9), 

(271"fl L dz'G~ .-l(a, 1; z - z')H k(Z'; t - r) 

X L dz'i(z - z')ei<.-.'laHk(z', t - r) 

- {" dUp~,_I(a, 1; u) :u /ei.ai/k(U, t - r)} 

p~,_I(a, 1; O)i/k(O, t - r) 

+ La> dUe,·ai/k(U, t - r) :u p~._I(a, 1; u). (4.5) 

If the transient contributions to p~ ,-I (a, 1; u) are 
neglected, the second term in the last equation 
vanishes. Using also (3.10) and the well-known 
Debye form for G~ ,_I (a, (3; 0), we obtain the final 
result 

(271"fl L dZ'~._I(a, l;z - z')Hk(z'j t - r) 

~ -;:2 e ~ i cpO(a)cpO(I) J dV2 Pk(2; t - r). (4.6) 

In a similar way, the other type of convolution inte­
gral appearing in (3.16) yields 

(271"fl L dz'F~(ljz - z')Rk(a;z', t - r) 

e2(3 1 
~ - 271"2 e + i cpO(l)Pk(a; t - r). (4.7) 

In these formulas, K is the inverse Debye length, 

(4.8) 

Substituting these results in (3.15) and (3.16) and 
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rearranging the terms, we finally ob(;ain the equation 

° [z - (k + I).v"J . f-l l ;tk+l.-l(a, z, t - T) 

- dLl(a) J dV1 (k;t-l'it(l; z, ~ - T) + ·V" - ·V1 - Z 

= qLl.-l(a; z, t - T), (4.9) 

where 

qo ('Z)=JdVI 1 k+l.-l a, (k + I).v" - I.v
I 

- Z 

X {2;2
m 

[-r 2I.a1cpO(1)Pk(a; t - T) 

+ Ik + W2 (k + I)·a"cpO(a)Pk(l; t - T) 

- (Ik + W + i)-l(k + 1)· a I Pk(l; t - T)l(a) 

+ (l2 + K2t I I· a"Pk(a; t - T )'1'°(1)] 

i [k.aI k·aa ] 
- e Ik + W + i + e + i 

X cpO(a)cpO(I) J dV2 Pk(Z; t - T)}' (4.10) 

Consider finally the function 5'k+l.-l(a; z) ob­
tained by comple(;ing the partial Laplace transform, 

5'k+l.-I(a; z) = i'" dTeiZT;tk+l._l(a; z, T). (4.11) 

As the coefficients of ;t in (4.9) are time-inde­
pendent, the latter equation is readily Laplace 
transformed into an equation for 5'. As, moreover, 
in each term of (4.10) the only time-dependent 
factor is Pk, it is immediately seen that the resulting 
equation is identical with (4.10), except that each 
factor Pk(a; t - T) is replaced by its Laplace trans­
form. This equation is identical with Guernsey's 
equation (24) of Ref. 13.19 

S. SOLUTION OF THE INTEGRAL EQUATION FOR 
g'k+l.-l (aj z) IN THE STABLE CASE 

As a result of the discussion of the previous 
section, the only difference between our equation 
(3.15) and Guernsey's corresponding equation [Eq. 
(21) of Ref. 13] is in the values of the coefficients 
Ek, dk , qk.k'· But the validity of Guernsey's method 
of solution depends only on some very general 
properties of the coefficients. More precisely, the 
method depends crucially on the property that 

19 The only difference is the occurrence of a term containing 
the initial value of the correlation function in Guernsey's 
equation. In our case such a term would appear through the 
destruction fragments; these are however neglected as being 
of higher order (see the discussion in Sec. 2). 

Ek(Z/k), as a function of the complex variable z, 
has no zeros in the upper half-plane. This is the 
well-known stability condition of the plasma (see, 
e.g., Refs. 2 and 6). The connection between the 
integral equations of the type (3.15) and the sta­
bility condition has been extensively discussed in 
Refs. 2 and 7; this discussion is not repeated here. 
Assuming therefore that the plasma is stable, 
Guernsey's method of solution can be transposed 
immediately to our case. 

The method depends crucially on the fact that 
the kernel of the integral equation involves the 
vector variables Va, VI only in t.he scalar combina­
tions (k + I)·v a and I·vI. Let us then define barred 
quantities as follows: 

]k(V) = J dVo(v - k·v/k)tk(V), (5.1) 

(ik.k'(V) = .r dvoG - \V)gk.dV). (5.2) 

Let us insist on the peculiarities of these definitions. 
The barred functions associated with functions de­
pending on a single wave vector k are defined in the 
same way as in previous works on homogeneous 
systems. I

-
4 In quantities depending on two wave 

vectors, the barring is performed, by definition, with 
respect to the first of these. 13 

Noting also that the coefficient of ;tk+l.-l(a; z) in 
Eq. (3.15) only depends on (k + I)·v <l, we can multi­
ply this equation throughout by 

o[V a - (k + I)·va/lk + 11] 

and integrate over va; we thus obtain an equation 
for the barred function 5'k+l.-l(V,,; z). Moreover, in 
the stable case, we let z approach the real axis from 
above and obtain a singular integral equation, which 
is equivalent to (3.11): 

_[-w + Ik + 11 vaJ- ( ) El l ;tk+l.-l V,,;W 

. Ik + 11 (2) ( ) J 
- t l Ek+l Va dVI 

(5.3) 

In the derivation of this equation, we used the well­
known limiting formula2 

(5.4) 
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The function E~ is obtained from E\ through this 
limiting process. Finally we used the identity 
dk(v) = (kj'll')E~2)(V), where E~2) is the imaginary 
part of E;. 

From here on, the method of solution is quite 
similar to Guernsey's.13 The calculations will there­
fore not be repeated in detail here, and only the 
final result, i.e., the solution of Eq. (3.15), will be 
quoted: 

ff' (v . w t _ r) = qk+l.-\(Va ; w, t - r) 
. k+l.-l a, , -(Ik + 11 VI - w) 

El 1 

2i J + Ik + 11 dk+1(va; t - r) dVl a_eva - Ill) 

X cI>~(lIl; W, t - r) - cI>~(lIl; w; t - r) (5.5) 
E~+I(lIl; t - r)Ei«lk + 11 VI - w)jl; t - r) , 

with 

cI>~(V; w, t - r) 

(5.6) 

X a_(lk + 11 V - w - Vl)q-l.k+l(-V1;W, t - r). (5.7) 

Substitution of Eq. (5.5) into (3.1) jields the kinetic 
equation for Pk(aj t). It is a very complicated integro­
differential equation, of non-Markoffian character, 
which is valid even for very short times (within the 
ring approximation). The general form of Eq. (5.5) 
is formally analogous to Guernsey's solution (Eq. 61 
of Ref. 13). There is however a fundamental dif­
ference with Guernsey's equation: all the coefficients 
are time-dependent. The kinetic equation is linear 
in Pk, the coefficients are however extremely com­
plex functionals of \O(aj t), i.e., the velocity distri­
bution. The time dependence of this function is 
determined by solving the corresponding kinetic 
equation for a homogeneous system (Eq. A8.37 
of Ref. 2). Indeed, the evolution of \O(a; t) is the 
same in an inhomogeneous system as in the uniform 
system. The procedure to follow for finding the one­
particle distribution is therefore the following: solve 
the homogeneous kinetic equation which is a closed 
nonlinear equation for \O(aj t)j substitute the result 
into (5.5) and then solve the resulting closed linear 
equation for Pk(aj t). The problem is therefore quite 
well defined mathematically. Of course, the practical 
finding of an exact solution to this couple of equa­
tions is beyond our present possibilities I 

Guernsey's equation appears as a particularly 
simple case of the general system of equations (5.5) 
and (A8.37) of Ref. 2. By assuming that the velocity 
distribution is Maxwellian, and hence time-inde­
pendent, it no longer becomes necessary to solve 
the homogeneous equationj we are left with a linear 
integro-differential equation with time-independent 
coefficients. The most difficult step in the procedure 
described above is avoided. Unfortunately, even the 
remaining equation is still too complicated to be 
solved exactly. 

From our previous experience with the homogene­
ous case, we might hope that the kinetic equation 
(5.5) could be enormously simplified in the case 
where we are interested only in the long-time behav­
ior of the equation (i.e., in times much longer than 
W;l). Let us therefore consider a stable system and let 
us assume that, during the effective duration of 
memory of the system, the variation of the quantities 
Pk(aj t) and \O(aj t) is small. We can then replace the 
function ff'k+l.-l(a; z, t - r) by ff'k+l.-l(aj z, t) [i.e., 
replace in all the functions Pk and \0 appearing in 
(5.5) the argument t - r by t]. A more detailed dis­
cussion of this approximation can be found (e.g., in 
Refs. 2 and 15). We can then perform the integra­
tion over r explicitly in Eq. (3.1), with the result 

D1Pk(aj t) = -w! 1 dz e-
i

., 
c Z 

X J dl ~; il· aaff'k+l.-l(aj z, t). (5.8) 

Weare therefore left with a Markoffian equation. If 
moreover the poles of the function ff'k+l.-l(aj II, t) 
lie well below the real axis, at an average distance 
of order WI> (i.e., if the plasma is sufficiently stable; 
see Ref. 7), we can limit ourselves to the residue of 
the integrand at the pole z = 0. All other contribu­
tions are damped out in a time of order W;l. Equa­
tion (5.8) then becomes simply 

D1Pk(aj t) 

-w! J dlr2il·a"ff'k+1._l(a; 0, t). (5.9) 

If we want to evaluate ff'k+l._l(aj 0, t) explicitly, 
we note that this is a linearfunct.ional of qk.k.(aj 0, t). 
The latter can be computed from Eq. (3.16). It is 
immediately seen from the latter equation that, by 
taking the values of this function in z = 0, we are 
still left with a convolution integral over z', which 
cannot be evaluated without further information 
about the function \O(aj t). 

It follows, in particular, that for the determination 
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of the asymptotic form of the inhomogeneous correla­
tion function 5'k+l.-l(a; 0, t) a knowledge of the ho­
mogeneous correlation functions Gl,-l(a, 1; w, t - r) 
and Fl(a; w, t - r) for all real values of the frequency w 
is in general necessary. This rather unexpected diffi­
culty shows that much care must be taken when one 
tries to take over the results of the homogeneous 
case to the inhomogeneous systems. The non­
M arkoffian character of the equation leaves a trace 
even in the long-time equation. Only in Guernsey's 
situation, i.e., near equilibrium, can one get rid of 
the convolution integral. 

6. KINETIC EQUATION IN THE UNSTABLE CASE 

We conclude this paper with a few remarks con­
cerning the unstable plasma. One of us has shown2

•
7 

that if the dielectric constant has a zero r + == 
Wo + i'Yo, ('Yo > 0) in the upper half-plane, the 
method of solution of integral equations of the 
type (3.15) must be modified. The arguments pre­
sented in Ref. 7 for the homogeneous case can be 
extended immediately, without any extra difficulty, 
to the inhomogeneous equation (3.15); we therefore 
give just a few indications. 

The crucial remark is that Eq. (3.15) can no longer 
be reduced to Eq. (5.3) by simply letting z become 

real; the two equations are not analytical continua­
tions of each other. Therefore, the solution (5.5) 
fails for an unstable plasma. 

It has been shown however in Ref. 7 that, if the 
solution (5.5) of (3.15) is known for the stable case, 
one can extend it analytically for w in the upper 
half-plane. It has then been shown that this function 
is also a solution of (3.15) for the unstable case, 
provided 1m w > 'Yo. It is convenient to let w tend 
towards the real axis, by performing a correct analy­
tical continuation. It then appears that there are 
extra terms added to Eq. (5.5); these terms tum 
out to have a stabilizing action.7 

.20 
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A method is illustrated for evaluating Fermi integrals by means of an integral representation for 
the derivative of the Fermi function. Several examples from free-electron diamagnetism are discussed. 
A convenient representation for the free energy of a fermi gas is also derived. 

I. INTRODUCTION 

INTEGRALS of the form 

i oo 

feE) ~~ dE, (1) 

where faCE) = [1 + exp 'Y(E - ~Wl, I' = l/kT, 
and ~ is the Fermi energy are frequently encountered 
in the study of thermal and magnetic properties 
of metals. l A standard method for estimating these 
integrals is to make the change of variable 1/ = 
'Y(E - ~) and replace the lower limit, -~'Y, of the 
transformed integral by - 00. The integration can 
then be performed by closing the contour in the 
upper half-plane. In the case of metals with low 
Fermi levels, and at intermediate temperatures, it 
may be of interest to have the terms neglected by 
this procedure explicitly displayed. Furthermore if 
feE) involves nonintegral powers or logarithms then 
this procedure is incorrect in principle because it 
treats inconsistently the branch point at 1/ = -'Y~. 

In this note a method is outlined by which 
asymptotic expansions can be obtained if feE) in­
volves roots or logarithms of E and the integrals 
evaluated explicitly if this is not the case. The pro­
cedure is illustrated for several integrals of the form 
(1) selected from the literature. 

How much of this material is actually new is not 
clear; certainly (12) and (14) are known results. 
However, it is the purpose of this note to advocate 
(2) as a powerful and general approach to Fermi 
integrals. The material included is merely suggested 
as representative and can easily be extended to 
include, e.g. transport integrals, and modified so as 
to apply to Bose-Einstein integrals. 

II. METHOD 

The formula 

:~ = t sech
2 
h(E - ~) 

* This study was supported in part by Air Force Office of 
Scientific Research Grant No. AF-AFOSR-260-63. 

1 A. H. Wilson, The Theory of Metals (Cambridge Uni­
versity Press, Cambridge, England, 1954), 2nd ed. 

1
C+' 00 

= -21'. . 'irS CSC'lrS 
n C-tCO 

X exp I-S'Y(E - ~)l dS, -1 < c < 1 (2) 

is derived in Appendix A. In using this integral 
representation the factor 'irS csc 'irS introduces a 
series of simple poles along the real axis. It can be 
shown that if feE) is single-valued the approxima­
tion discussed in the introduction is that of dis­
regarding these poles. This point is illustrated by the 
first example. 

We consider the integral, which occurs in the 
theory of electron diamagnetism, 2 

w = i OO 

exp [iay(E - ~)] ~~ dE, 

Inserting (2) into (3) gives 

W = exp (-ia'Y~) 1C

+
iOO 

'lrZ CSC 'lrZ qf d 
- 2' . e z, 

7rt c-;oo Z - ta 

(3) 

o < c < 1. (4) 

The integrand of (4) has simple poles at Z ia, 
±1, ±2, ... ; closing the contour to the left by a 
semicircle of infinite radius we find 

W = -'Ira csch'lra - exp (-iay~) 1[1 + exp (-'Ys-W l 

- F[l, ia; 1 + ia; -exp (-'Y~)]), (5) 

where F is Gauss' hypergeometric function. The 
first term, which is precisely Sondheimer and 
Wilson's estimate obtained by the method de­
scribed in the introduction, comes from the pole 
at z = ia; the remaining terms, of order e- Yf

, are 
due to the poles at z = -1, -2, .... 

As a second example we consider an integral from 
Stephen's work on magnetic shielding,3 

(6) 

2 E. H. Sondheimer and A. H. Wilson, Proc. Roy. Soc. 
(London) A21O, 173 (1951). 

3 M. J. Stephen, Phys. Rev. 123, 126 (1961). 

1150 



                                                                                                                                    

A NOTE ON THE EV ALU A TION OF SOME FERM I INTEGRALS 1151 

From his paper it appears that the lower limit in 
(6) should actually be a = (! - m/m*)J.L~H; we 
calculate the error, which is small, introduced in 
this way by subtracting from 81 the quantity 

{ xi exp [(ia"( - 'Yz)x] dx 

= aire!)'Y*[I, a'Y(z - ia)], Rez> 0, 

82 = f dE Et exp (ia-yE) ~i· 
Using (2) we obtain 

where 'Y*(b, x) is a function, related to the in­
(7) complete gamma function, which is entire and single­

valued, we find 

8
2 

= _ a 'Y .2 7f'Z csc 7f'ze-Z'Yi ! r(3) 1<+'0> 
27f't c-ioo re!) 1<+'00 7f'Z csc 7f'Z 

8 1 = -2~ ( . )4 exp (z'YS-) dz, 7f't'Y <-1m Z - ta 
O<c<1. (8) X 'Y*[l, -a'Y(n + ia)]. (11) 

The integrand in (8) has a branch point at z = ia 
in addition to the poles at z = ±1, .... We again 
can close the contour to the left by a semicircle of 
infinite radius, but an excursion must be made 
to pass on either side of the branch cut along 
1m z = a, Re z S O. The resulting contour integral 
gives the residues at the poles plus a counterclock­
wise loop integral about the branch cut. We trans­
form the latter by making the change of variable 
~ = z - ia. The transformed contour, which we 
denote [0, (<Xl -)] passes counterclockwise about the 
negative real axis. [In evaluating the integral and 
residues we choose that branch of the integrand for 
which (-1)-! = i.J Equation (8) becomes 

81 = -7f'r(l)e,a'Y'[B,('YS-, a) + iaB!C'YS-, a)] 
.. 

+ i'Y -lre!) L: (-1)"(n + iar!ne-n'Y', (9) 

where B~(A, J.L) is the integral discussed 111 Ap­
pendix B. Then for large 'YS- we obtain 

81 = ri'Y-leia'Y' csch (7f'a) 

X liahr)i - (27f'af1L(7f'a)hrr t + ···l 

The integrand of (11) has no singularities but the 
poles at z = ±1, ±2, .... Closing the contour to 
the left we obtain 

0> 
82 = 'Yafre!) L: (-1)"e- n'Y''Y*[I, -a'Y(n + ia)], 

n=l 

a number of order e-'Yi. 

As a final application of (1) we develop the asymp­
totic expansions for the well-known Fermi integrals5 

k ~ O. 

Integrating by parts, and using (2), we find6 

F () 7f'r(k + 1) 1C

+i
OO 

-(k+l) 

k 'YS- = k+I(2') . Z esc 7f'Z 'Y 7f'~ c-,oo 

O<c<l. (12) 

Using the expressions for the function B~(A, 0) 
derived in Appendix B we obtain the expansions 

(1) k an integer: 

kl { dk+l 
FkC'Yr) = .!k+·1 lim d k+1 [z esc (7f'z)ez 'Yi] 

'Y .~O z 
00 

+ i'Y -ire!) L: n( -1)"(n + iar!e-n'Yt. 
1 

(10) + (- ~k+l 'P(k + 1, e-'Y')} ; 

The next term in brackets is of order ('YS-)-! and 
L(x) is the Langevin function. The leading term 
in -1m 8 1 is 

7r"( -1 csch (7f'a)ahS-)! sin (a"(S-) 

and differs from Stephen's result [Eq. (38) where 
(a = n7f'/'YJ.LtH)] by a factor of (-2); also the next 
term, of order ('Yr)-l rather than ('Y.I)-1 as found 
by Stephen, cannot be obtained by extending his 
calculation. 

The integral in (7) is more easily handled. Again 
using (2) and the formula4 

4 Bateman Manuscript Project, Higher Transcendental 
Functions, edited by A. Erdelyi (McGraw-Hill Book Com­
pany, Inc., New York, 1953), Vol. 2, Chap. IX. 

(2) k not an integer: 

F ( )0) = 7f'r(k + 1) {('YS-)k+l + ~ 
k 'Y~ 'Yk +1 7f'r(k + 1) 7f' 

X f ,(2
2

1) - 1)7f'2"B.. ht)k-2 ..... 1 

.. =1 2n. r(k - 2n + 2) 

+ (_~k+l 'P(k + 1, _e-"Yt)} , 

where the Bn are Bernoulli's numbers and <1>(8, x) = 
L::=1 x"/n' is Lerch's zeta function. 

In conclusion we can use (2) to write down a 
• J. McDougal and E. C. Stoner, Phil. Trans. Roy. Soc. 

(London) A237, 67 (1938). 
6 R. Dingle, Appl. Sci. Res. B6, 225 (1956). 
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convenient expression for the free energy of an 
electron gas. 

Beginning with Eq. (21) of Ref. 2, 

F - nt = 2 f' z(E) :i dE 

(we assume there is no spin dependence and the sum 
over spins is represented by the factor 2), we have, 
using (2), 

F -nt = 

(13) 

However, since z(E) is just the inverse Laplace 
transform of u- 2Z(u), where Z is the partition 
function, we have as a general expression for a 
fermi system 

i jC+.O> esC'll"S 
F - nt = - ds -- Z('Ys)e'"'(f, 

'Y C-'O> s 
o < c < 1. (14) 

This relates the thermodynamic properties to the 
singularities of the partition function for the system. 
(14) has been used extensively in the Russian 
literature,7 but no English reference seems to exist. 

APPENDIX A 

Consider the integral 

I = i i: sech2 (tx) exp (xz) dx. 

By changing the variable to u = e~ j (1 + e~) the 
integral becomes a beta function 

I = [ du u'(1 - uf' = zr(z)r(1 - z) = 'Il"Z esc 'Il"Z. 

I is the two-sided Laplace transform of the function 
lis the two-sided Laplace transform of the func­
tion i sech2 (tx) and converges in the strip -1 < 
Re z < 1. Hence by the inversion theoremS 

1 jC+.O> 
t sech2 (tx) = -2 . 'll"Z esc 'Il"Z 

'1T'~ e-ia> 

Let 

X exp (-zx) dz, 

APPENDIX B 

1 1(~-> 
Ba(A, p.) = 211"'i 0 ~-a esc 'II"(~ + ip.) 

-1 < c < 1. 

X exp (~) d~, A> 0, 
7 A. G. Samoilovich, Thermodynamics and Statistical 

Physic8 (in Russian) (State Press for Technical and Theoreti­
cal Literature, Moscow, 1955). 

8 B. van der Pol and H. Bremmer, Operational Calculus 
(Cambridge University Press, Cambridge, England, 1955). 

where the contour begins at ex> in the third quadrant, 
passes counterclockwise about the origin and pro­
ceeds to ex> in the second quadrant in such a way 
as to avoid enclosing any of the poles ~ = n'll" - ip. 
if p. ~ o. 

If 0' is a positive integer, the origin is a u-order 
pole for p. ~ 0 and a pole of order 0' + 1 if p. = o. 
In these cases the integral is simply the residue at 
the origin. If 0' is a negative integer the integral 
vanishes if p. ~ 0 and for p. = 0 we have, summing 
the residues of the poles of csc 'II"~ along the negative 
real axis, 

B.(A,O) = (1/'II")(d·jdA)[1 + exp (-X)r. 

If 0' is not an integer then the origin is a branch 
point and we may consider the ~ plane to be cut 
along the negative real axis. In this case by Tauber's 
theoremS we may easily obtain an asymptotic ex­
pansion for B., for large values of X. If p. ~ 0 we 
use the expansion 

0> 

csc 'II"(e + ip.) = -i csch'll"p. L: f3ke
k
, 

k-1 

where the first few coefficients are 

f30 = I, f31 = 1I"'i coth p.'II", f32 = t'll"2(1 - 2 coth 'll"p.), 

f3a = br3i coth'll"p.[5 + 6 coth2 'll"p.]. 

Therefore 

Ba(X, p. ~ 0) 

0> (3 1(0)-> 
rv -i esch'll"S' L: 2~ ~(k-a) exp (~) d~. 

k-O 'II"~ 0 

From Hankel's representation for the gamma func­
tion we find 

1 1(0)-) _, X,-l 
211"'i 0 ~ exp (x~) d~ = r(v) , 

where the branch of the integrand, ~-' = e-' \n E, 

In ~ real for ~ > 0, is chosen. Finally, 

• 0> Aa-k-1 

B.(A, p. ~ 0) rv -~ csch 'll"p. ~ (3k r(u _ k)· 

When p. = 0 we use the expansion 

where the B" are Bernoulli numbers. Thus 

Xa 2 
Ba(X,O) rv'll"r(u + I) + ;; 

X t [(22 
• .-1 - I)B,,'II"2"/(2n) !] X·- 2" 

,,-1 r(u - 2n + 1) . 
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Equation of State tor a Gas with a Weak, Long-Range Positive Potential 
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A one-dimensional fluid model in which the pair interaction potential is exponential and repulsive 
is considered, and the equation of state in the "long-range" limit is determined exactly. This model 
is complementary to one studied by Kac, in which the pair potential consists of a hard core and an 
exponential, attractive tail. In that model a phase transition occurs, but in the current model there 
is no phase transition. This fact lends support to a conjecture of Ruelle that no phase transition occurs 
if the potential is bounded. The possibility of applying the method of Kac to a wider class of potentials 
is suggested, and some of the mathematical difficulties yet to be overcome are outlined. 

I. INTRODUCTION 

THE purpose of this paper is to investigate the 
behavior of a one-dimensional fluid model which 

is complementary to the one studied by Kac l
, and 

Kac, Uhlenbeck, and Hemmer.2
•
3 These models are 

of great interest to the theory of condensation, be­
cause the partition function and the equation of 
state can be treated rigorously, and exact results 
are obtained. 

In both cases we consider a system of N particles 
on a line of length L, and allow Land N to ~ co 

while l = L/N remains finite. In the Rac model, 
the pair interaction potential consists of a hard core 
of radius 0 and an exponential attraction. The po­
tential considered here is a pure exponential re­
pUlsion: q,(x) = +a exp (-'Y Ix!), Ixl ;::: 0, a, 'Y > O. 
No phase transition occurs in this case, nor does 
one occur in the long-range limit in which a = ao'Y 
and 'Y is allowed to approach zero. This situation 
is in contrast to that of the Rac model in which a 
first-order phase transition does occur in this limit. 
The equation of state in this limiting case is 

p = kT/l + ao/l2 (1) 

which is to be compared with the van der Waals' 
equation occurring in the Kac model. As one might 
expect, the pressure is higher for given temperature 
and specific volume than in the ideal gas. The equa­
tion of state is derived in Sec. III. 

The results proceed from an integral equation 
similar to that for the Kac model, but with the 
unfortunate difference that the kernel is not positive­
definite nor even Hermitian. Complex eigenvalues 

1 M. Kac, Phys. Fluids 2, 8 (1959). 
• M. Kac, S. E. UhIenbeck, and P. C. Hemmer, J. Math. 

Phys. 4, 216 (1963). 
3 G. E. Uhlenbeck, P. C. Hemmer, and M. Kac, J. Math. 

Phys. 4, 229 (1963). 

may arise, but there is reason to believe that this 
is not the case. 

The Kac integral equation is discussed in Sec. II, 
and some of the problems involved in obtaining 
deeper results from it (such as the two- and three­
particle distribution functions) are considered in 
Sec. IV. 

II. THE KAC INTEGRAL EQUATION 

The partition function for this one-dimensional 
model is 

1 1 lL lL 
Q(L, N) = AN N! 0 '" 0 dtl ••• dtN 

X exp [_.l E q,Ot, - tiD] 
kT i<i 

(2) 

where we have set A2 = h2/2'/f"1nkT and a2 = a/kT. 
The derivation of the Kac integral equation is 

virtually the same as in Ref. 1 or 2, and it is not 
reproduced here. We simply list the results: 

The integral equation is 

L: K(x, y)if;(y) dy = Kif;(x), (3) 

where 

K(x, y) = ~(~r:Cy~]1) exp [ia(x ~ y) 1 
The factors in the kernel K are 

W(x) = (211'rt exp (-ix2
), 

P(x I y, t) = [211'(1 - e-2 'Y t>r i 

X exp [-(y - xe-'Yt)2/2(1 _ e-2 'Yt)], 

(4) 

(5) 

1153 
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P.(x I y) = f' dt e-·tp(x I y, t). 

Then the Laplace transform of the partition func­
tion is expressible in terms of the kernel of (4): 

,.-1 

X e1"(z,+z·)[W(x1)W(x,.)]! IT K(x;, Xi+1)' (6) 
i-l 

The kernel K is of type L2 as can be readily verified; 
that is 

i: i: IK(x, y) 12 dx dy < (x). 

Therefore K has at least one, and at most countably 
many eigenfunctions if;; (x) and corresponding eigen­
values K;; and IKol ~ IK11 ~ ... , Kn ~ 0 as n ~ (x). 

K(x, y) is algebraically symmetric but not Hermi­
tian; i.e., K(x, y) = K(y, x), but K*(x, y) = 
K(y, x) ~ K(x, y). Neither does K commute with 
its adjoint (i.e. it is not normal), and although it is 
symmetrized by the operator S such that SK(x, y) = 
K( -x, y), S is not positive-definite. It is not clear, 
therefore, whether K has a simple expansion in 
terms of its own eigenfunctions if;; which can be 
conveniently iterated, or not. This difficulty pre­
cludes any consideration of the pair distribution 
function (as in Ref. 3) at the present time. Further 
remarks on the eigenfunction problem are in the 
Appendix. 

To find the equation of state (1), it is useful to 
introduce the grand partition function 

00 

G(L, z) = 1: (AztQ(L, N), 
N-1 

where z is the fugacity. In terms of K, the Laplace 
transform of G(L, z) is 

L" dL e-'LG(L, z) 

= ~ t rN i~ J p(X)K(N)(X, y)p(y) dx dy, (7) 

where K(N) is the Nth iterate of the Kernel K 
p(x) = [W(x)ei"J1, and r = z exp (!a2

). The right~ 
hand side of (7) is simply the Neumann-Liouville 
series solution for the integral equation 

1 100 

F(x) - ;- p(x)· = r -00 K(x, y)F(y) dy, (8) 

multiplied by p(x) / s and integrated with respect to x. 
Now the abscissa of convergence of the Laplace 

transform of G(L, z) is that value of s for which, 
when r is fixed and s is allowed to decrease toward 
zero, the series in (7) fails to converge. This occurs 
when s has the value for which 1/ Ko(S) = r, where 
Ko(S) is an eigenvalue of largest absolute value of 
the Kac equation (3). But this abscissa is also 

s = lim -L
1 

log G(L, z) = p/kT, 
L~oo 

so that Ko(p/kT) = 1/[z exp (!a2 )J. Finally, the 
equation of state is obtained from a knowledge of 
Ko by the relation between the fugacity z and the 
Gibbs potential per particle /.I: 

/.I = kT log Az 

and 

s = p/kT. 

III. THE EQUATION OF STATE IN THE 
LONG-RANGE LIMIT 

(9) 

We now consider a method for obtaining the 
equation of state (1) in the long-range limit dis­
cussed in the introduction. Let the Laplace trans­
form of G(L, z) be denoted by G(s, r). This func­
tion is meromorphic in r, and has poles at K~I(S), 
K~l(S), ... , K;l(S), ... , where the Kp are the eigen­
values of the Kac equation (3). Instead of finding 
Ko directly from (7) it is more convenient to consider 
the traces of the iterates of K, namely 

(TN = i: K(N)(X, x) dx 

with XN+1 = Xl' Now the logarithmic derivative of 
the Fredholm determinant d(r) can be expanded 
in a Taylor series about r = 0, and the coefficient 
of rN is simply -O'N+l:

4 

d'et) 00 dm = - 1; O'N+1r
N

• 

Since the roots of d(r) are the reciprocals of the 
eigenvalues Kp , d'(r)/d(r) is a meromorphic func-

.4 For example, see F. Smithies, Integral Equations Cam­
brIdge Tracts No. 49 (Cambridge University Press' Cam-
bridge, England, 1958), Chap. 6. ' 
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tion of r with simple poles at K;l, K~l, ••• • There­
fore the radius of convergence of this Taylor series 
in r is 

In particular, since UN > 0 for all N, IKo(SW1 is a 
singular point of d'(r)/d(r), and therefore we may 
say that Ko(S) is positive, without loss of generality.s 
Therefore, there is an eigenvalue of maximum 
absolute value which is real and positive. 

The integrals for UN can be evaluated explicitly 
in the limit a = ao'Y, 'Y - 0, and the analysis is 
almost identical to that of Appendix II of Ref. 2. 
There is therefore no purpose in reproducing it 
here; the result is 

which becomes, because of the symmetry of the 
integrand, 

x cos [N 7)(2vo)!][s + !(~2 + 7)2)rN. (11) 

Here Vo = a2 h = ao/kT. Equation (10) should be 
compared to Eq. (24) of Ref. 2. 

The remaining analysis of Ref. 2 does not carry 
through to the present case. Instead it is possible 
to find Ko(S) directly by the use of asymptotic 
formulas for Bessel functions. 

Introducing polar coordinates in (11) by ~ = 
r cos e, f] = r sin e, 

1 1'" 12~ ~~ "(!TN = 5N = 211" 0 r dr 0 de 

X cos [N(2vo)!r sin e](s + !r2)-N. 

By Bessel's integral formula, the integral over e is 
simply Jo(Nr(2vo)1). Thus 

- 1'" J o(Nr(2vo)!)r 
5N - ( + 1 2)N dr, o s 2r 

or by a simple change of variable (p = Nr), 

5 = (N)2N-2 ['" J o(p(2vo)!)p dP. (12) 
N Jo (sN2 + !It 

6 See E. C. Titchmarsh, Theory of Functions (Oxford 
University Press, London, 1939), 2nd ed., Chap. VIII. 

There is an exact formula for this integral in Wat­
son's treatise.6 When applied here, the result is 

5N = [voN2/s]!(N-1l 

(13) 

where K N - 1 is the Bessel function of pure imaginary 
argument of the second kind. Note that both the 
order and the argument are large; there is only one 
asymptotic expansion for KN(x) with large order 
and argument, as opposed to three for J N(X). This 
fact is directly related to the nonoccurrence of a 
phase transition in this model. The formula, due 
to Nicholson,7 is 

KN(x) = 1I"(211"x cosh {3Nr! 

X exp [ -x(cosh {3N - {3N sinh (3N)] 

where N = x sinh {3N' 
Thus if csch {3N = [(N + 1)/N] 2(vos)t, 

KN(N csch (3N) = 1I"(211"N coth {3Nr! 

X exp [-N(coth (3N - (3N)]' (14) 

Substituting (14) into (13) and passing to the limit 
asN- co, 

KO(S) = lim (5N)lIN = [2voJt exp (1 + (3 - coth (3), 
N-HJO 8 

csch (3 = 2(vos)i. Thus 

log Ko(S) = -! log S + 1 + ! log !vo 

+ sinh-1 (4vos)-l - (4vos + 1)', 

and 

K~(S)/KO(S) = (1/2s)[1 + (1 + 4vos)i]. (15) 

Introducing the thermodynamic variables 

S = p/kT, Vo = ao/kT, l = -KMs)/KO(S) , 

we obtain the equation of state (1) after first solving 
(15) for s. 

IV. GENERAL OBSERVATIONS 

(A) Ruelle8 has proved a theorem of the van 
Hove type 9 concerning the existence of the free 
energy in the thermodynamic limit for a certain 
class of pair interaction potentials ¢(x). He also 

6 G. N. Watson, A Treatise on the Theory of Bessel Functions 
(Cambridge University Press, Cambridge, England, 1922), 
Sec. 13.51. 

7 J. W. Nicholson, Phil. Mag. Ser. 6, 20, 938-943 (1910). 
8 D. Ruelle, Helv. Phys. Acta. 36, 183 (1963). 
• L. van Hove, Physic a 15, 951 (1949); and 16, 137 (1950). 
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proves that the pressure is a continuous decreasing 
function of specific volume for the case of a bounded 
potential. In both cases he requires the additional 
assumption that the potential is nonpositive for 
Ixl ;::: R for some R in order to carry out the proof; 
but he speculates that this assumption is not es­
sential. The results of Sec. III above add support 
to that speculation. 

(B) It should be possible to treat now a potential 
of the form 

o ::; It I < 5, 
m m' 

q,(t) = ~ ai'Ye-'YIlIlII - ~ a~'Ye-'YIl'j III, (16) 
i-I i-I 

It I > 5, a" a~, f3" f3~ > 0, 

at least in the limiting case 'Y ---? O. There remains 
the problem of harmonizing the different approaches 
taken for the two types of potentials, positive and 
negative. If the limit procedure of Sec. III is ap­
plied to a negative potential with hard core, the 
very unpleasant integral 

5 = e-N ,aN2N- 2 1"" pJo(ip(2vo)f) exp (- 5/ /2N) dp 
N 0 (sN2 + /)N 

replaces its counterpart (12); the added exponential 
in the integrand complicates an already delicate 
convergence as N ---? co. On the other hand the 
methods of Kac, Uhlenbeck, and Hemmer2 cannot 
be applied to the positive potential considered here. 
This difficulty might be resolved if more could be 
said about the eigenvalues and eigenfunctions of the 
kernel K (x, y) in the positive potential case. The 
known properties are listed below in the Appendix. 

Instead of allowing a hard core in the potential 
(16), one might instead consider potentials of the 
form 

"" "" 
q,(t) = ~ a,'Ye- rll •1 

- ~ ahe-'Yllj'l, 
i-I i-I 

O<t< co; lim q,(t) = + co • 
t_+O 

Such a "Dirichlet series" potential is appealing 
in that it seems more" natural" than the hard core, 
but to apply the entire Kac procedure to it would 
involve kernel K(x, y) in which x, yare vectors in 
m space, and m ---? co. 

APPENDIX 

The kernel K(x, y) of Eq. (4) has many interesting 
symmetries which suggest it may have a simple 

expansion in terms of its own eigenvectors and eigen­
values. 

It is convenient to introduce operator notation, 
so we write Eq. (3) as 

(17) 

The complex conjugate operator K has the kernel 
K(x, y), and if(x) = y..(x). We also introduce the 
symmetry operator S, such that Sq,(x) = q,( -x). 
Thus SK(x, y) = K( -x, y). From (4) it is clear that 

SKS = K = K*, 

and it is easily seen that if (17) holds, so does 

K(Sif) = K(Sif). (18) 

Thus if the spectrum of K contains any nonreal 
eigenvalue K, it also contains its complex conjugate 
K. Also if K is real we may assume without loss of 
generality that Sif = y..; that is, y..(-x) = y..(x). 

The eigenfunctions of K corresponding to different 
eigenvalues have two properties akin to orthogo­
nality; however, the quadratic forms associated with 
the analog of the scalar product are not positive 
definite, so that expansions in the eigenfunctions 
y..j may not be valid. We have: 

(A) If Ky..j = Kjy..j, j = 1, 2, and KI ,= K2, then 

In particular if Kl is not real, then 

(B) If Ky..j = Kjy..j, j = 1, 2 and Kl ,= "2, then 

If (y..j, ifj) ,= 0 for all eigenfunctions, then K pos­
sesses a simple expansion of the form 

N 

K(x, y) = l.i.m. ~ Kjy..j(X)y..j(Y) 
N_Q) ;-1 

and one could express the resolvent of the kernel 
in an equally simple form. It would then be reason­
able to expect that the two- and three-particle 
distribution functions could be expanded in terms 
of the y..j and Kj as in Ref. 3. 

Finally we note that K does have an expansionl 

in terms of Hermite polynomials: 
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Here 

<i>k(x) = [k! (211")iri exp (-ix2 )hk (x), 

h.(x) = (_1)· exp (!x2)(dkjd3/') exp (_!x2
). 

It is interesting that this expansion is the singular 
value, singular function expansion10 of K(x, y); 
that is, 

exp (-iiax)<Mx) 

is an eigenfunction of the symmetric, positive-definite 
operator KK with eigenvalue (8 + kr)-t, and its 
complex conjugate is an eigenvector of KK with the 
same eigenvalue. 

10 For example, see F. Smithies, Ref. 5, Chap. 8. 

The appearance of Fourier-type integrals asso­
ciated with Hermite functions is suggestive, but as 
yet no useful results have been obtained from this 
association. 
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The surface impedance of a medium is calculated, the complex but scalar conductivity of which is 
a periodic function in a direction parallel to the surface. Radiation is assumed to impinge vertically 
onto the surface. It is shown that there are two independent field configurations according to whether 
the induced microwave current flows in a direction parallel to the conductivity pattern or perpen­
dicular to it. These two configurations lead to different surface impedances, the one obtaining in the 
perpendicular configuration being generally larger. The calculation is carried through when the 
conductivity is of the form u(y) = uo + 2Ul cos (ky), and a local relation between current and fields 
is assumed. Equations are also derived for the more general problem when the periodic conductivity 
is an arbitrary Fourier series and a nonlocal relation between current and fields is assumed. These 
problems are of interest in measurements of the microwave surface impedance of hard super­
conductors. 

I. INTRODUCTION 

THE microwave surface impedance of a metal 
is defined in terms of a semi-infinite medium 

(e.g., Z > 0) on which a polarized electromagnetic 
plane wave is impinging vertically from the vacuum 
(z ::; 0). A system of electric and magnetic fields 
is set up in the metal in the vicinity of the surface, 
but because of skin effect the fields decay rapidly 
as one moves deeper into the metal. The surface 
impedance Z is given by the ratio of the electric 
field E at the surface z = 0 to the projection J

11 

of the total induced current density j, integrated 
from z = 0 to z = co. The determination of j re­
quires the knowledge of u, the electric conductivity. 
A great deal of attention has been concentrated on 
such situations where u is of tensorial nature,l or 
where the relation between j and E is nonlocal.2 

So far, however, all theories have assumed u to be 
independent of position. 

In this paper we attempt to calculate the surface 
impedance of a hypothetical metal, of which the 
scalar conductivity u is periodic in a direction parallel 
to the surface. Taking this direction as y axis, we 
assume that u(y) can be expanded in a Fourier 

We have thus defined a Cartesian coordinate 
system with x and y axis parallel to the metal­
vacuum boundary, and positive z axis pointing into 
the metal. Our calculation will show that the two 
field configurations, where one of the two com­
ponents Ez or Eu of the electric field vector E 
vanishes, are independent. We also find that the 
surface impedance derived for each of these two 
configurations is different. 

We shall carry out the calculation in the limit of 
a local (j - E) relation and a complex conductivity 
u(y) restricted to a constant and only one oscillatory 
term, writing then 

We note the even symmetry of u(y) as Ul = U-l. 
In Sec. VI, however, the nonlocal problem with a 
conductivity of the form (1) will be discussed and 
the basic equations of this much more general 
problem will be derived. 

From an intuitive point of view, one may imagine 
a periodic conductivity pattern produced by the 
juxtaposition in parallel of alternate laminae of two 
different conductivities. In one field configuration 

series: 

with generally complex Un and 

k = 27r/d, 

(Ey = 0), the currents are flowing parallel to the 
(1) laminae, and if the thickness of the laminae is not 

too large compared with their skin depths it would 
seem that the regions of high conductivity will tend 

d being the period of the conductivity pattern. 
1 A. B. Pippard, Proc. Roy. Soc. (London) A203, 98 

(1950); A224, 273 (1954); E. H. Sondheimer, ibid. A224, 260 
(1954); G. E. Smith, Phys. Rev. 115, 1561 (1959). 

2 G. E. H. Reuter and E. H. Sondheimer, Proc. Roy. Soc. 
(London) A195, 336 (1948); R. B. Dingle, Physic a 19, 311 
(1953). 

(2) to short out the regions of low conductivity. As a 
result the current will concentrate in the regions of 
low resistivity. In the other configuration (E z = 0), 
the currents are flowing perpendicularly to the 
laminae and, because of continuity requirements, 
one expects that the same current is forced to flow 
through both regions of low and high resistivity. 

1158 
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By this intuitive argument, then, one expects the 
average surface resistance to be higher in the per­
pendicular than in the parallel configuration. It is 
also clear that the two configurations are expected 
to yield the same average resistance when the 
laminae thicknesses become very large against their 
skin depths, since the fields at one point inside a 
metal cannot influence the fields at points distant 
by much more than one skin depth. 

We should like to emphasize the coarseness of the 
above arguments particularly because at high fre­
quencies the conductivity of a metal is complex. 
The fields in adjacent laminae, therefore, need not 
be in phase and it has little meaning to say, in the 
parallel configuration, that one region tends to 
short out another. It turns out, however, that the 
more careful analysis which follows essentially con­
firms the intuitive viewpoint. 

The problem which we set out to analyze is of 
interest in measurements of the microwave surface 
impedance of hard superconductors3 where the 
generation and parallel alignment of so-called 
"fluxoids" in an external dc magnetic field results 
in a structure with a conductivity modulated in 
space. Since we intend to discuss this question else­
where4 we do not discuss it further here. 

II. FORMULATION OF THE PROBLEM 

We write Maxwell's equations omitting the dis­
placement currents, as these are negligibly small 
here,5 and we assume for all field quantities a time 
dependence of the form exp (iwt); 

V xB = (411"/c)j, 

V xE = -(iw/o)B. 

(4) 

(5) 

j is the current induced by the microwave radiation 
and B the magnetic induction. Elimination of B 
at once yields the differential equation 

V x V xE = -(4?riw/o2)j. (6) 

This is the basic equation of all surface impedance 
problems. Any particular problem is characterized 
by a second independent relation between j and E 
and by specific boundary conditions at the metal 
surface. We have already discussed our choice of 

3 M. Cardona, G. Fischer and B. Rosenblum, Phys. Rev. 
Letters 12, 101 (1964); M. Cardona and B. Rosenblum, 
Phys. Letters 8, 308 (1964); B. Rosenblum and M. Cardona, 
ibid., 9, 220 (1964). 

4 G. Fischer, Phys. Rev. (to be published). 
6 Displacement currents can be neglected up to frequencies 

of 100 Gc/sec when the magnitude of the conductivity is 
everywhere larger than about one (n cm)-l. 

relation between j and E, and now turn our attention 
to the boundary conditions. 

A. Boundary Conditions 

At the boundary z = 0 between metal and vacuum 
we assume perfectly specular reflection. The cal­
culations of Reuter and Sondheimer2 have shown 
that when the mean free path l does not exceed 
the classical penetration depth Oc1 the assumption 
of specular or diffuse scattering is completely ir­
relevant. This condition strongly applies in our limit 
when a local (j - E) relation is valid. At the same 
time the assumption of specular reflection con­
siderably simplifies the calculations. To approximate 
the condition of specular reflection at the surface 
we follow the method of Klein.6 If the surface z = 0 
is a perfect reflector, an electron reflected by the 
surface has its wave-vector components kz and ky 
unaltered, whereas its component k. reverses sign. 
After reflection the electron is thus exactly in the 
situation it would be if it came from the other side 
of the surface, provided the components of electric 
and magnetic fields on both sides of the surface 
satisfied the following conditions (see Appendix II), 

+Ett(+z), E.(-z) 

-Bu(+z) , B.( -z) 

-E.(+z) , 

+B.(+z). 

(7) 

(8) 

We may therefore replace the actual problem by 
one in which an infinite sample of metal is subjected 
to fields having the properties (7) and (8) in addition 
to obeying Maxwell's equations (4) and (5). Such 
fields may be set up by a current sheet confined to 
the plane z = O. Instead of the impinging micro­
waves, it is this sheet of applied currents which 
will be regarded as the source of the induced fields 
E and B in the metal. In our equivalent problem the 
current j appearing in Eqs. (4) and (6) is therefore 
the sum of the applied and induced currents. Calling 
I the sheet current per unit width, we write for the 
applied current jo 

jo = Io(z), (9) 

and for the induced current j we have of course 

j = u(y)E(y, z). (10) 

Since we are concerned only with such solutions 
where E and B decrease when Izl increases, integra­
tion of Eqs. (4) or (6) from z = - <Xl to z = + <Xl 

together with conditions (7) and (8) requires that 
the total integrated current component il parallel 

6 O. Klein, Ark. Mat. Astr. Fys. A3l, No. 12 (1945). Our 
presentation of this point is essentially taken from A. B. 
Pippard, Rep. Progr. Phys. 23, 218, 219 (1960). 
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to the surface z = 0 vanish: 

i
+ CIO 

I = - -CIO im(z) dz, 

In this equation ~(l) signifies that II. is always zero 
except when l = O. For the induced current j(y, z), 

(11) the transform is derived from (10) with (3) and (13). 

or 

l
+ CIO 

o in(z) dz = -![. 

We should like to point out that in spite of having 
assumed a periodic medium we have not allowed 
the sheet current to be periodic. The correctness 
of this assumption can easily be proved and follows 
from the symmetry properties (7) and (8) of the 
E and B fields, combined with Eqs. (4) and (5) 
(see Appendix II). This result arises because a metal 
is, for all purposes, a short circuit to the impinging 
microwave beam so that a predetermined total cur­
rent is induced in the metal, irrespective of the con­
ductivity. 

B. Mathematical Method 

The mathematical method which we shall use is 
that of Fourier transforms, although it is not pos­
sible because of the spatial variation of the con­
ductivity u to reduce the equations to the usual 
simple form that they assume in the transformed 
formulation. We express the z dependence by a 
Fourier integral, whereas we describe the y de­
pendence by a Fourier series since we expect the 
fields E and B to be periodic with the same period 
as u. The electric field is, for example, written in 
the form 

i
+CIO +<0 

E(y, z) = _<0 dq "~CIO E",.e,o ... r. (13) 

E .... will be called the transform of E(y, z), and ac­
tually stands for a function of q, viz., E",(q). The 
vector Q ... has components 

Q ... = (0, mk, q), (14) 

with the same meaning for k as in Eqs. (1)-(3). 
The transform Em. is then 

k i+ 7r

/

k 1+" E .... = L2 dy dz E(y, z)e- io ... r • 
~ -r/k -(XI 

(15) 

From now onward all limits of integration over y, 
z and q and of summation over m (or l) will be the 
same as in (13) and (15), unless other limits are 
specifically indicated. 

The transform II. of the applied current jo is 
obtained easily if one remembers that the Fourier 
transform of the delta function is a constant 1/211': 

(16) 

One obtains first 

= {uo + Ul (e,b + e -,kv)} J dq ~ E ... e'o.·" (17) 

which simplifies to 

jl. = uoE,• + ul(E(I-ll. + E(I+ll.)' (18) 

Since the transform of V xE(y, z) is simply 
iQ, xE,., we can now write the transform of our 
basic equation (6), 

2ivJ 4?rivJ 
QI XQI xE,• = -2-1O(l) + -2-

C 0 

. {uoEz• + Ul (E(I-ll. + E C, +ll .)}' (19) 

Remembering the definition (14) of QI we can write 
(19) in components, obtaining three infinite sets of 
equations. Before doing so we shall simplify the 
notation by the introduction of parameters ~ .. having 
properties and dimensions of skin depths: 

1/~! = (4?riwN)u ... (20) 

We then get for the x component 

(l2e + q2 + ~~)E,.% + :~ (E(I-ll.% + E(I+I).%) 

2ivJ 
--2 I%~(l); (21) 

C 

for the y component 

(q2 + !~)E,., - lkqE, •. + :~ (E(I-ll •• + E(I+I) •• ) 

(22) 

and for the z component 

(l2k2+ ~~)E, •. -lkqE,.,+ :~ (E CI - l) •• +E(I+ll •• ) = o. 
(23) 

Equations (21) to (23) are the basic formulas of our 
particular problem. It is clearly evident from these 
equations that there are two independent field con­
figurations; Eq. (21) only contains the x component 
of the electric field, whereas y and z components 
are interconnected in Eqs. (22) and (23). As was 
mentioned in Sec. I, the two field configurations 
are expected to yield different surface impedances 
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and we shall label Z I the one obtaining when Ew = 
E. = 0, and ZJ. the one resulting when E", = O. 
It can easily be verified that when the conductivity 
is a constant Uo, both configurations lead to the 
same well-known formulas for the surface impedance 
Zo of a homogeneous isotropic metal, in the limit of a 
local relation. By definition, 

Z = E(z = 0) = E(z =: 0). (24) 
f~ in(z) dz (-"21) 

When u = Uo, all terms with 1 ;;6 0 vanish in Eqs. 
(21) to (23) and one finds successively 

_ _ _ 2iw 1+CD 

dq _ 2iw 
E(z - 0) - c2 I _CD q2 + 1/5~ - -7 17r50 , 

(25) 

and 

_ 47riwoo _ (47riw)! 
Zo - 2 - 2 • o 0 Uo 

(26) 

m. THE PARALLEL CONFIGURATION (E" = E. = 0) 

A. Convergence Considerations and Principle 
of the Solution 

We look now at the set of Eqs. (21) only, and, 
for simplicity, shall drop the indices x and q. Because 
of the even symmetry of u(y) we also require even 
symmetry for E, 

(27) 

and restrict ourselves to positive integers. Starting 
with 1 = 0 we have the system 

(q2 + ~~)Eo + :~EI = _2;: I, for l = 0, 

(l2k2 + q2 + ~~)Ez + ~~ (Ez_1 + EZ+l) = 0, 

(28a) 

for l? 1. (28b) 

We note that (28a) is the only inhomogeneous equa­
tion of the system. It is therefore possible to cal­
culate all terms E z, and the electric field E",(y, z) is 
then 

E",(y, z) = J dq e···E., (29) 

where E. is the sum 
CD 

E. = Eo + 2 ~ Ez cos (lky). (30) 
I 

We shall call "extremal values" of E. the sums 
Eox occurring when the conductivity is extremal, i.e., 

when u = Un = Uo ± 2UI, and call Yes the corr&­
sponding values of y, 

Yex = nw/k = 00/2. (31) 

We have then 

(32) 

From the formula that applies to homogeneous 
metals [Eq. (25)], it is easy to deduce the value of 
Eex in the limit when d2 » lo~l, or in other words, 
when Ik20~1 « 1, and no particular restriction is 
imposed on 5~, 

1· (E) 2iw I( 2 1 2 )-1 1m ex = --2- q + .2 ± .2 • 
i-O 0 Uo UI 

(33) 

Let us return to Eq. (28b). We can rewrite it in 
the form 

El -1 
E-z--

1 
= ....,5~.-:(-:;;l2:-:-k2;;--+-q·2 -+-l--:/-;5~;;-)-+-E::-z-+-I/""'E"""z . (34) 

When 1 becomes very large this reduces to -1/l2k2o~, 
which guarantees absolute convergence of the sums 
(30) and (32). The form of (34) is that of a "con­
tinued fraction"; if we write 

(35) 

we get 

~ = _________ -~1~ ______ _ 
E Z- 1 + -1 

al --------
-1 

al+l + ------1- .. . 
aZ+2 + ----- .. . 

(36) 

which is usually written in the following way: 

~ = ,--=.!..I 1-=l.1 1-=l.1 - ... , for 1 > 1. 
E I - 1 az aZ+1 aZ+2 I -

(37) 

Since we know that this continued fraction con­
verges we have a means to derive Ez/Ee- l • In par­
ticular, we can derive EIIEo. But Eq. (28a) also 
relates EI to Eo, and since this second equation is 
inhomogeneous it is possible to determine Eo and 
El separately, and then all other Ee. 

B. Approximate Solution 

It is clear from Eqs. (34)-(37) that if a l is finite 
all al and all Ee are finite. However, in the sum 
(30) all oscillatory terms have common extrema at 
y = Y.x given by (31). Let us then ask under what 
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conditions E. can be satisfactorily approximated by 2iw k2 + q2 + 1/ Cl~ 
an expression containing only one oscillatory term, Eo = -7 I (q2 + 1/ Cl~)ce + l + 1/ Cl~) - 2/ Cl~ 
i.e., 

E~ = Eo + 2El cos (ky). (38) 
(45) 

h• d 2iw 1/ Cl~ 
To t IS en let us calculate the ratio E21 El with the El = 7 I (q2 + 1/ Cl~)ce + q2 + II Cl~) _ 2/0: 
assumption that 

(39) 

Since k2 and q2 are both always real and positive, 
condition (39) will generally be satisfied if 

125Cl~k21 » l. (40) 

Under these conditions we find that 

I~:I ~ II ~Il I I :21 
I I :,1 II ~ ( -1 1) 

o~ 4k2+l+ o~ 

X{1 + 1 }. (41) 
Cli(4e + q2 + ~~)(ge + q2 + ~~) 

For large q2 this expression is « 1. For small q2 
we must require, if this ratio is to remain « 1, that 

(42) 

Condition (42) is compatible with (40) but even 
more restrictive. Since we have, so far, not imposed 
limitations to UI and d, we now require them to be 
such that condition (42) obtains. In terms of UI 

and d this condition states 

(43) 

With the relation between Uo and Clo, (43) can also 
be written 

d: «(4?rY ICTol ~ 160 Iuol. (44) 
1001 UI UI 

When Iud « ICTol the above condition is hardly a 
restriction at all; The critical limit is rather that of 
large variations of the conductivity. If UI and Uo 

have same argument, their ratio is never5 to exceed !. 
d is then allowed to become as large as about ten 
times the average penetration depth before higher­
order terms become important. When they have dif­
ferent arguments, the ratio of UI to Uo may perhaps 
exhibit a module much larger than unity without 
violation of the condition requested in footnote 5. 
The largest permissible d would then be accordingly 
reduced. 

We shall not discuss further in this paper the 
physical implications of condition (44) but shall 
assume that it is satisfied.4 Setting Ez = 0 for I ~ 2 
we then solve equations (28a) and (28b), obtaining 

(46) 

These two expressions are not fully consistent with 
the limit described by (33), but this is not surprising 
since (33) eventually violates condition (42) when 
k~O. 

C. The Fields and Surface Impedance 

We are now able to write down an explicit ex­
pression for the electric field Ez(Y, z) in the parallel 
configuration. With Eq. (5) we also derive the other 
nonvanishing field components of this configuration: 

Ez(Y,z) = If dqeiaZ[Fka + 2Gka cos (ky)], (47) 

B.(y, z) = ~ I J dq eiazq[Fka + 2Gk • cos (ky)], (48) 

Bz(Y, z) = - ~k I sin (ky) f dq ei.zGka . (49) 
'f,w 

The integrals in the above expressions can all be 
calculated in closed form, without approximations, 
by the method of residues (see Appendix I). 

It is worth noticing that B. does not have a 
constant term and that its oscillatory term is 90° 
out of phase with those of Ez and By. At the metal 
surface z = 0, one also finds By to be a constant 
independent of y, since, as is proven (see Appendices 
I and II), 

f dq qGka == o. (50) 

From Eq. (47) the surface impedance is obtained 
at once, 

Ez(z = 0) f 
ZII(y) = (-tI) = -2 dq [Fka + 2Gka cos (ky)]. 

(51) 

The integrals in this expression can also be cal­
culated without approximations (see Appendix I). 
However, discussion of the final result is postponed 
to Sec. V, after we have derived the corresponding 
expression for ZL. 

IV. THE PERPENDICULAR CONFIGURATION (Ez = 0) 

Deriving Z L leads through similar steps as deriving 
Z II. Each step is more complicated since we have 
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two infinite sets of coupled equations (22) and (23). 
A discussion of the convergence criteria would be 
very cumbersome, perhaps even impossible, if it 
had to be carried out with the electric field com­
ponents Eg and E •. It is possible, however, to return 
to a single set of equations if one works with the 
magnetic field component B~. From Maxwell's equa­
tions (4) and (5) and the boundary conditions dis­
cussed in Sec. III a) one can derive a differential 
equation for B,,: 

_ [a2B~ + ~B"J + 4m:w ()B 
al ay2 0 2 u Y " 

= 41r I o'(z) + u'(y) aB". (52) 
o· u(y) ay 

The left-hand side of this equation is identical 
with that which obtains for E" in the parallel 
configuration where the right-hand side reduces to 
(47riw/02

)/" o(z). The right-hand side of (52) is more 
complicated, essentially because of the last term 
which embodies the whole difference between II 
and .1 configurations. The Fourier transform of this 
equation can still be used to show that the expansion 
in Fourier series generally converges. 

We shall not discuss the convergence criteria 
further. In spite of the greater complication in­
herent in this configuration, one finds the same 
results as for the parallel configuration. In par­
ticular it is found that the fields can be satisfactorily 
approximated with a single oscillatory term when 
condition (44) is satisfied. 

We proceed now to solve the equations of this 
configuration. We could solve Eq. (52) to find B" 
and then derive E. and E. with (4). Alternately 
we can solve Eqs. (22) and (23) to find first E. 
and E., and derive B" with (5). The two methods 
are of course equivalent; we choose the second one 
here because we have already written the basic 
equations in Fourier components. 

The fields E. and E. cannot, in this configuration, 
both be taken to have the even symmetry of u(y). 
Since the current at z = 0 flows parallel to the y 
axis, E. will have even symmetry too. Then Max­
well's equation div E = 0 requires E. to be odd, 
which means 

(53) 

When (53) is introduced into the z-component equa­
tion with l = 0, one sees at once that 

Eoa. == 0, (54) 

i.e., the E. component has no constant term. The 

electric field in the perpendicular configuration has, 
therefore, the same symmetry properties as the mag­
netic field in the parallel configuration. 

Setting Ez = 0 for l ~ 2 we have to solve the. 
three equations derived from (22) and (23): 

( 
2 1 ) 2 2iw 

q + o~ Eoa. + 0; E la• = -7 I., (55) 

(q2 + ~~)Ela. - kqEla• + ;; Eoa. = 0, 

(k2 + ~~)El" - kqE1a• = O. 

(56) 

(57) 

The solution can be written in the form 

Eoa. = E la• = E la• = I (58) 
Aka Bka Cka ., 

with 

k2 + q2 + 1/0~ 
X (l + 1/ o~)W + q2 + 1/ o~) - (2/ o~)(o~e + 1)' 

(59) 

0~k2 + 1 
Bka = - Aka o;W + q2 + 1/ o~)' (60) 

C A o~kq 
kg = ka o;W + l + 1/0~)' (61) 

The nonvanishing field components of this con­
figuration thus are 

E.(y, z) = I. J dq eia'[A ka + 2Bka cos (ky)], (62) 

E.(y, z) = 2iI. sin (ky) J dq eia·cka , (63) 

B,,(y, z) = -~ I. J dq eia'q 

X[ Aka + 2(Bka - t Cka) cos (ky) J. (64) 

One can again show that the oscillatory part of B" 
vanishes for z = 0 (see Appendices I and II). 

The surface impedance Z 1. of this configuration 
is derived from Eq. (62), 

Eiz = 0) J 
Z1. = (_!/.) = -2 dq[Aka + 2Bka cos (ky)]. 

(65) 

The integrals of this expression can be calculated 
is closed form (see Appendix I) and the result is 
given in Sec. V. 
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TABLE I. Symbols for Eq. (66). 

For Zn For Z1. 

Zoo 4-niwo o/& idem 

r 1 +!b idem 

b 00'k2 = 4".2( o02/d2) idem 

B Ob2 + 2a2)t lib! + 2a2(1 + b)} t 

a 002/ 0 12 = uJ/uo idem 

V. RESULTS AND DISCUSSION 

For both parallel and perpendicular configuration, 
the average surface impedance Zon or Zo1. can con­
veniently be expressed by the following formula: 

Z 
-Z (r+B-1)(r+B)t-(r-B-1)(r-B)i (66) 

0- 00 2B(r2 _ B2)1 ' 

The meaning of the symbols being given in Table 1. 
The whole difference between the two impedances 
is concentrated in B. 

The spatial dependence of Z I and Z 1. is described 
by 

Z(y) = Zo + 2Z1 cos (ky) , (67) 
where 

Z 
(r + BII)! - (r - BII)! 

- ooa 2BII(r
2 _ B~)l ' (68) 

and 

The parameters of these two formulas are also 
given in Table 1. Formulas (66)-(69) are valid in 
the range where condition (44) applies, that is for 
periods d of the conductivity pattern which are 
shorter than a certain upper limit. For very long 
periods d, however, it is easy to write down the 
correct expression for the surface impedance. When 
d > 180 1, both configurations lead to identical re­
sults, the surface impedance being then uniquely 
determined by the local value u(y) of the conduc­
tivity [compare with (26)], 

Z( ) - 47riw8(y) _ [47riW J1 
Y - c2 - (lu(y) . (70) 

The average value Zo is then obtained by integrating 
Z (y) / d over a period d. 

When a ~ 0, that is when the oscillatory part of 
u(y) disappears, both Z. and Z1. tend toward Zoo. 
This consistency check brings out an important 
point: In spite of assuming a local "current-field" 
(j-E) relation we do not end up with a local "surface 

impedance-conductivity" (Z-u) relation. There is a 
smearing-out effect which results here not from a 
long mean free path l but because of field penetration 
effects. The fields cannot change much over distances 
smaller than a skin depth, this being true whether 
one moves perpendicularly to the periodic conduc­
tivity pattern (II y axis) or parallel to it (II x or 
z axis). But the periodic pattern acts differently 
depending on the direction of the electric field vector, 
in a manner reminiscent of the polarizing action of 
a metal grating on a microwave beam. 

The difference between ZII and Z1. is difficult to 
analyze in general because the formulas are com­
plex. Uo and Ul themselves are generally complex. 
Since the limiting behavior when 1801 < d and 
therefore 180kl < 2'11" is adequately described with 
formula (70), we shall consider the other limit 

18~k21 = Ibl» 1 and Ibl» lal or la21. (71) 

In this second limit, Zon and Zo1. assume very simple 
forms 

Zoo ~ Zoo, 

Z01. ~ Zoo(1 - 2a2)-!. 

(72) 

(73) 

We shall not discuss here the values that a may take 
from a physical point of view since we intend to do 
so elsewhere\ but if we assume for a moment that 
Ul and Uo have identical arguments, their ratio a 
becomes real and positive. By virtue of Eq. (3) the 
ratio 2Ul/UO = 2a then gives the degree of modula­
tion of the periodic conductivity and obviously a 
cannot become larger than !. When a = ! there 
are planes 

y = [(2n + 1)/kj'll" = (n + !)d, (74) 

where the conductivity becomes zero. Our whole 
analysis then breaks down since by neglecting dis­
placement currents5 we have specifically implied 
that the conductivity is always larger than a certain 
minimum of the order of one (n cm) -1. It is neverthe­
less interesting to compare the behavior of Zoo and 
ZOJ. when a increases toward the ratio !, and con­
ditions (71) also hold, 

Zon ~ Zoo, 

ZOJ. ~ V2Zoo . 

VI. BASIC EQUATIONS OF A MORE 
GENERAL PROBLEM 

(75) 

(76) 

The generalization which we intend to perform 
in this section is to assume a periodic conductivity 
of the general form (1) instead of form (3). In 
addition we choose a more general nonlocal rela-
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tion between current and electric field, of the form 

j(r) = f d3r'l1'(r')K(r - r')E(r'), (77) 

the integrals extending over the entire space. (77) 
is not the most general form of (j-E) relation that 
can be suggested, but it is interesting because it 
combines position-dependent and nonlocal features 
and leads to equations sufficiently simple that solu­
tion along the lines proposed in the present paper 
appears possible. 

Since there is no x dependence in 11' and E, the 
integration over this coordinate can be effected at 
once. In the y direction, 11' and E are periodic so 
that (77) can now be rewritten in less general form: 

j(y, z) = [+,,::k dy' [:0> dz'l1'(y') 

This expression, the generalization of (18), is es­
sentially a nonlocal (j-E) relation in phase-space 
but has the advantage over (78) that the kernel 
part is not under summation. The nonlocal character 
of (83) arises because of the periodic nature of 11'; 

if we had a uniform conductivity 11'0, Eq. (77) would 
transform into the usual relation 

j(q) = 11'0K(q)E(q). (84) 

The spatial variation of 11' prevents us from deriving 
such a simple relationship. 

We are now capable of writing the generalized 
form of Eqs. (21)-(23). We have for the x component 

Wk2 + q2)Ezq% + 4t Kzq L ;2 E(l-n'.% 
n un 

2iw 
-- I 0(1\· c2 % OJ, (85) 

x Kiy - y', z - z')E(y', z'), (78) for the y component 

where Kp is an equivalent periodic kernel, independent 
of x and related to the original nonperiodic kernel 
K by the sum and integral 

Kiy - y', Z - z') 

1
+0> +0> 

= _0> dx' ,,~O> K(x - x', y - y' - nd, Z - z'). 

(79) 

All quantities under the integral signs of (78) are 
known and therefore also their Fourier transforms. 
For example, one has 

Kzq = :;'2 f dy f dzKp(r - r')e-iQICr-r'l. (80) 

Our next step is to find the transform jZq of j(r), 

jZq = ! f dy J dz J dy' J dz'l1'(r') 

X Kp(r - r')E(r')e- iQ/' r. (81) 

In spite of writing for simplicity the quantities 
under the integrals as functions of rand r', we 
remember that E and Kp are independent of x 
and x', and q also of z and z'. Now (81) can be at 
once be transformed into 

jZq = K zq f dy' J dz'l1'(r')E(r')e- iQ ,.r'. (82) 

With (1) and (13) the above equation can in tum 
be transformed to eliminate all integrations, finally 
obtaining the form 

(83) 

(86) 

and for the z component 

l
2
eEz .. - lkqEz.~ + ~2 K za ~ i! E CZ - n, •• = O. 

(87) 

Equations (85)-(87) are the basic formulas of the 
more general surface impedance problem when the 
scalar conductivity is periodic in a direction parallel 
to the surface. Any particular problem will.have 
to specify the components 11'" and K zq of the con­
ductivity and kernel expansions. The existence of 
two independent configurations is again clearly 
evident from these three sets of equations, since 
the first set only contains x components whereas 
y and z components are interconnected in the other 
two sets. 
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APPENDIX I 

In the calculation of the surface impedance via 
formulas (51) and (65) one has to calculate inte­
grals of the following type 

(88) 



                                                                                                                                    

1166 GASTON FISCHER 

where Fka and Gka are defined by (45) and (46). 
Except for a few poles, F ka and Gka are analytic 
functions for any complex q. We can therefore apply 
Cauchy's theorem: 

f drF(r) = 27ri ~ Res {F(r)}. (89) 
c 

The integration is along a closed curve C in the 
positive sense and the summation is over the residues 
of the poles of F(r) inside the domain enclosed by C. 
We then choose as curve C the whole real axis and 
the infinite semicircle of the positive half-plane. 
Our functions F k. and Gka vanish everywhere on the 
semicircle and we can write 

where the sum extends over the entire positive half­
plane. 

Fh and Gka , and also Aka and B ka defined by (59) 
and (60), all have biquadratic denominators in q. 
For each root in the positive half-plane there is an 
equal but negative root in the negative half-plane. 
Thus our functions have two poles in the positive 
half-planes and their residues can easily be found. 
Let us, as an example, consider F ka in some detail, 

2iw k2 + q2 + l/o~ 
-7 (q2 + 1/ o~)(e + q2 + 1/ o~) - 2/ o~ 

2iw -7 f(q)· (91) 

We transform f(q) with some evident substitutions: 

or 

k2 + q2 + l/o~ 

_ q2 + 2,), - 1/ o~ 
- (q2 + ')')2 _ /12 , (92) 

f( ) q2 + 2,), - 1/ o~ (93) 
q = (q2 + ')' + m(q2 + ')' - (1) 

The poles of f(q) are 

q1.2 = ±i(-y + m t and q3. 4 = ±i(-y - (1)!. (94) 

One root of each ± set must be in the positive half­
plane and the other in the negative half. Let us 
assume that the + sign corresponds to the roots 
in the positive half. This choice is not arbitrary; it 
has to be such that in limiting cases the correct 
result is obtained, for example when Ul, and thus 
also 1/ o~, vanishes. With this choice of signs we 

find the residues 

and 

"I - /1 - 1/ o~ 
Res (qt) = [2i('Y + (1)']( -2(1) , 

"I + /1 - 1/ o~ 
Res (q3) = (2m [2i(')' - m']' 

We then obtain for the integral (90): 

1+<0 ( 2') 
_<0 dqFka = 27ri - c~ 

(95) 

(96) 

("I + /1 - 1/ o~)('Y + {1)! - h - /1 - 1/ o~)(')' - m' 
4i/1(')'2 - (12)' 

(97) 

With (51) and Table I, (97) leads at once to the 
surface impedance formula (66). The other inte­
grals are evaluated in similar fashion; in particular 
one sees that if the numerator of f(q) had simply 
been q, the two residues would have been of equal 
magnitude but opposite signs. This proves (50). 

APPENDIX II 

We want to prove, as a consequence of specular 
reflection, the symmetry relations (7) and (8) and 
the resulting independence in expression (12) of the 
sheet current I vs coordinate y. 

The force F acting on an electron with wave 
vector k is 

F = -eE - (eli/mc)(k xB) = -eE-2~B(k xB). (99) 

In components, (99) reads 

Fz = -eEz - 2~B(k.B. - k.B.) , 

F. = -eE. - 2~B(kzBz - kzB.) , (100) 

F. = -eEz - 2~B(kzB. - k.Bz)' 

Under reflection at z = 0, all z components of r, 
k, and F change sign whereas x and y components 
remain unchanged. Changing k. without changing 
Fz and Fy requires changing Bz and By. B., on the 
other hand, remains unchanged so that (8) is proved. 
The contribution of E to F is parallel to E, which 
leads . to (7) . The remaining part of the proof is 
different in the two configurations. 

A. Perpendicular Configuration 
In this configuration one has 

By = B. = Ez = iz == O. (101) 

Taking the divergence of (4) we find V·j = 0, 
which means in the integral form 

J dfin = 0. (102) 
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This integral is over the entire surface of a singly 
connected volume and j" means the component of 
the current density normal to the surface. Choosing 
as volume a rectangular prism with edges parallel 
to the coordinate axis and a body diagonal repre­
sented by r = (1, y, (0), we find 

f [j.(y, 0) - j.(Y, (0)] dy 

+ 1'" [jiO, z) - j.(y, z)] dz = O. (103) 

But j.(y, (0) = 0 and j.(y, 0) = u(y)E.(y, 0) also 
vanishes because E., according to (7), is antisym­
metric with respect to coordinate z. It then follows 
that 

1'" j.(y, z) dz = -!Ju (104) 

is independent of coordinate y. With the integral 

also finds that 

B%(y,O) = (21r/c)I. 

is independent of y. 

B. Parallel Configuration 

In this configuration one has 

B% = E. = j. = E. = j. == 0, 

(105) 

(106) 

and from (8) we know that B. is symmetric with 
respect to coordinate z, 

(aB./az)._o = O. (107) 

But from (5) we derive V' B = 0, and therefore 

(aBJay)._o = O. (108) 

In this configuration we thus find again 

1'" jz(Y, z) dz = -!Jz = - :1r B.(y, 0), (109) 

form of (4) and the same volume of integration, one with 1% and B.(y, 0) independent of y. 
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The nonlocal model of superconductivity has, in recent years, received strong support on both 
microscopic theoretical and experimental grounds. In the present report two of the mathematical 
aspects of the theory are discussed. One concerns the question of well-posedness of the equations 
and boundary conditions. The other concerns some methods of obtaining approximate solutions. 
Existence and uniqueness theorems are given for the solutions of the integrodifferential equations 
governing the vector potential, under suitable restrictions on the kernels involved. Both diffuse and 
specular reflection types of boundary conditions are considered in both scalar (one-dimensional) and 
vector (three-dimensional) problems. An existence theorem is also given for the time-dependent 
equations. Approximate solutions for the problem of a film in a parallel magnetic field are given in 
two limiting cases. In one the small-coherence-Iength limit in the Pippard model under diffuse 
scattering boundary conditions is considered, and a boundary-layer-type solution is given. In the 
other a thin-film approximation to the diffuse problem is found. An exact series representation is also 
given for the solution of the problem of a circular cylinder in a parallel magnetic field with specular 
reflection boundary conditions. 

INTRODUCTION 

T HE London phenomenological model of super­
conductivity, as described by London's well­

known equations, has proved to be extremely useful 
in describing the electromagnetic behavior of super­
conducting bulk materials. In the last decade, how­
ever, several experimental and theoretical investi­
gations indicated that generalizations of this model 
should be considered. On the basis of various proper­
ties of superconductors, mainly the variation of pene­
tration depth with impurity contents and the 
sharpness of the transition in zero field, Pippard 1 

concluded that there is a coherence effect in super­
conductors which extends over regions comparable 
to the penetration depth. Pippard then proposed a 
nonlocal generalization of London's first equation 
which relates the superconducting current density 
and the magnetic vector potential via a linear inte­
gral transformation. A similar result was also derived 
from the Bardeen-Cooper-Schrieffer (BSC) micro­
scopic theory.2 A recent experiment by Sommer­
halder and Drangeid3 on the reversal of sign of a 
magnetic field inside a superconductor supports the 
nonlocal over the local theory. 

The time-dependent (second) London equation 

* The results reported in this paper were obtained in the 
course of research jointly sponsored by the Mathematics 
Branch of the Office of Naval Research [Contract Nonr-
3504(00)] and IBM. 

1 A. B. Pippard, Proc. Roy. Soc. (London) A216, 547 
(1953). 

I J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. 
Rev. 108,3,1175 (1957). 

a R. Sommerhalder and K. Drangeid, Phys. Rev. Letters 
8, 467 (1962). 

was also generalized by London himself in 1953.4 

These generalizations provide a nonlocal electro­
dynamics which should well account for the behavior 
of superconductors in weak fields. 

Several calculationss .6 employing the nonlocal 
theories were made a few years ago. The theoretical 
and experimental support which the theory received 
later led to several other recent ones.7

•
S However, 

the formal mathematical aspects of these nonlocal 
theories, e.g., formulation, existence, and uniqueness 
questions, etc., received little attention.u The present 
report is, in part, concerned with some of these 
aspects. Some methods of finding approximate solu­
tions in certain limiting cases are also considered. 
For convenience, the plan of the report is outlined. 

In Sec. 1, which is largely expository, the nonlocal 
equations are introduced. In order to formulate the 
problems of this nonlocal theory as boundary-value 
problems, a discussion is given of the notions of 
"diffuse scattering" and "generalized specular re­
flection" on the boundaries of a superconductor. The 
specular-reflection discussion proceeds along the 
same lines as in Schafroth.9 However, the discussion 
in Ref. 9 is incomplete as far as the relationship 

4 J. Bardeen, "Theory of Superconductivity," Encyclo­
pedia of Physics, edited by S. Flugge (Springer-Verlag, Ber­
lin, 1956), Vol. XV, No. II, pp. 274-369. 

& J. R. Schrieffer, Phys. Rev. 106, 47 (1957). 
6 M. Peter, Phys. Rev. 109, 1856 (1958). 
7 R. Sommerhalder and H. Thomas, Helv. Phys. Acta 

34,29 (1961). 
8 A. M. Toxen, "Critical Fields of Thin Superconducting 

Films," NC-42, IBM Research Center, Yorktown Heights, 
New York (1962). 

I M. R. Schafroth, "Theoretical Aspects of Supercon­
ductivity," Advances in Solid-State Physic8 (Academic Press 
Inc., New York, 1960), Vol. 10. 

1168 
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between the current and vector potential is con­
cerned. Moreover, as Schafroth points out, the 
assumptions in Ref. 9 do not specify the specular­
reflection kernels uniquely. An additional, rather 
natural, condition is given to complete Schafroth's 
discussion. 

In Sec. 2 the existence and uniqueness of the solu­
tion to the nonlocal equations in both the diffuse and 
specular reflection cases is proved. An existence 
theorem is also given for the time-dependent case. 
For such theorems to hold it was found necessary 
to restrict the class of the kernels of the integral 
transformations which relate the current and vector 
potential. The main restriction may be stated as 
requiring a negative susceptibility at all wavelengths 
in a super conductor and therefore corresponds to a 
real physical limitation. The theorems are valid in 
any number of dimensions and arbitrary smooth 
shapes of superconductors although not all of the 
boundary conditions (e.g., diffuse scattering) are 
physically meaningful in more than one dimension. 

In Sec. 3 various approximations to the solution 
of the equations are discussed since exact solutions 
seem to be known for one case only, namely the half­
space (one-dimensional) geometry.lO First the small­
coherence-length case in the Pippard picture is 
discussed. The solution in this case approximates the 
London solution, but the higher-order terms change 
rapidly near the boundary, i.e., the solution is of 
a boundary-layer type. The thin-film approximation 
is also discussed. This case was treated by Peter.6 
However, a simple convergent series representation 
for the solution which seems to be different from 
Peter's is given. The generalized specular reflection 
type of boundary condition is shown to give the 
same solution as that of Schrieffer5 in the particular 
case of the plane-film geometry. The general specular 
reflection problem is then solved for the case of a 
circular cylinder in an axial field. 

1. PRELIMINARIES AND FORMULATION 

A. Infinite Media 

The diamagnetic properties of a superconductor 
are usually described by introducing (the notion of) 
a superconducting current density, IS, which is 
governed, in the London model, by the equations 
field, and A is the vector potential in the London 

r(r) = -(I/eA)A(r), 

(a/at)r = (1/ A)E, 

(1.1) 

(1.2) 
10 E. H. Sondheimer and G. E. H. Reuter, Proc. Roy. 

Soc. (London) A195, 336 (1948). 

where A is a material constant, E is the electric 
gauge uniquely defined in simply connected speci­
mens by div A = 0 and A·n = 0 on the boundaries 
of a superconductor, where n is the unit (outward) 
normal vector. The second equation (1.2) is, in in­
finite media/ a consequence of (1.1) and Maxwell's 
equations. Hence, it is sufficient to consider the first 
equation. To fix ideas assume that we are dealing 
with an infinite three-dimensional space. Then the 
most general linear continuous (the notion of con­
tinuity and the proof of these statements will be 
given later in the section) transformation between 
J and A has, in terms of Cartesian components, the 
form 

J~(r) = j; f K~m(r, r')Am(r') dr', 

l, m = 1,2,3, (1.3) 

where the kernel K~m depends on the material and 
the integration is carried over the whole space. 
For example, the London model is described by 
~m(r, r') = - (eA)-l Olm oCr - r'), where Olm 

is the Kronecker delta. In the Pippard model, the 
relation (1.3) reads 

r(r) 

___ 3_ f (r - r')[(r - r').A(r')]e-R
/£ , (1.4) 

- 47l'~oeA R4 dr , 

where R = I r - r'l; ~ is the coherence length, ~o is 
the coherence length in pure materials. 

To obtain an equation for the vector potential, 
one combines the linear relation (1.3) with Max­
well's equations. In the static case J = J", and 
therefore 

x A .. (r') dr', l = 1,2,3. (1.5) 

The second London law (1.2) is generalized (Ref. 4, 
p. 320) by assuming that the relation (1.3) holds 
at all times and that the kernel K O does not depend 
on time. (These assumptions should be true only 
if the frequencies involved are small with respect 
to a certain critical frequency; see Ref. 4.) Since, in 
bulk materials, E = -(lie) aAlat, the time deriva­
tive of (1.3) gives 

aJ~ 3 J at = -e ~ K~m(r, r')E",(r', t) dr', 

l, m = 1,2,3. (1.6) 

Equations (1.3), (1.6) replace (1.1), (1.2) in de-
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fining the new electrodynamics. To obtain a time­
dependent equation for A one can assume a two­
fluid model, i.e., that the total current density J 
is composed of the supercurrent plus a normal cur­
rent which is equal to O"E where 0" is the conductivity. 
Maxwell's equations then give 

v x V xA = (411"/c)[J" + O"E] + (l/c) aE/at. (1.7) 

Substituting (1.3) into (1.7), 

.; Att = V2A + 411" I KOA dr - 411"20" At. (1.8) 
c c c 

In an infinite isotropic medium, the kernel KO 
becomes a difference kernel (see Ref. 9, p. 317), 
and (1.8) reduces to 

- V2A = 411" r = 411" I KO(lr - r'I)A(r') dr'. (1.9) 
c c 

If the displacement current is neglected in (1.8), 
then the time-dependent equation becomes 

411"0" aA = V 2A + 411" I KO(lr - r'I)A(r') dr'. (1.10) 
c2 at c 

In an infinite medium, only the normalized forms 
(1.9), (1.10) will be discussed. 

B. Finite Regions 

Special forms of the kernel KO which relate the 
vector potential with the supercurrent [Eq. (1.3)] 
have been derived-or suggested-for infinite media 
only. Although it may be possible to derive the 
effects of boundaries on such kernels from the funda­
mental microscopic theories, there exist, on the 
macroscopic level, two ways of taking these effects 
into account: 

1. "Diffuse Scattering" 

Consider a bounded volume g of superconducting 
material. Let us assume the extreme case when the 
superconducting electrons lose all memory of their 
past history once they hit the boundary ag. Since 
the nonlocal kernel measures, in some sense, the 
interaction in a superconductor, it seems plausible 
to assume that the new "interaction" K, appropriate 
to the region g, can be derived from the original 
kernel KO by restricting the latter to the super­
conducting volume only, without any other change 
in form or magnitude. Hence, the "diffuse scattering" 
case may be defined by introducing a new kernel 
K(r, r') where 

K( ') _ [KO(r, r') 
r, r -l 0 

on g X g, 

otherwise. 
(1.11) 

However, as Bardeen notes in Ref. 4, this definition 
may violate, in general, the physical requirement 
that J·n = 0 on the boundary of the super region. 
In the special cases of a plane-surface boundary, 
with parallel magnetic field, or an infinite cylinder 
with arbitrary cross section in a uniform axial field, 
it is clear that the normal component of the current 
on the boundary vanishes because it is equal to the 
tangential derivative of the field. Then, as stated 
in Ref. 4, the diffuse scattering case can be defined 
consistently. 

2. Generalized Specular Reflection 

In connection with a discussion of the relation 
between the flux B and magnetization M in a super­
conductor, Schafroth9 proposed another method for 
constructing the kernel appropriate to a finite region 
g. He also indicated the necessary changes required 
to obtain the kernel relating J and A. A similar 
discussion will be given here of the same question 
for two reasons. First, the changes indicated in 
Ref. 9 are not sufficient to define a complete problem. 
Second, and more important, a new assumption will 
be added to those of Schafroth. This assumption 
removes the nonuniqueness in the choice of Scha­
froth's specular reflection kernel. 

Let KO(r, s) be the kernel relating J and A in an 
infinite isotropic medium in the London gauge. Then 
KO should be a difference kernel whose Fourier 
transform x(q) = x(lqi) will be assumed to have 
the form 

(1.12) 

where P, Q are polynomials of degrees n, m, respec­
tively. (For greater detail, see Ref. 9.) Following the 
same arguments as in Ref. 9, one finds: 

(i) The assumption of the existence of a linear 
continuous relation between J and A leads, by the 
Riesz representation theorem (Reference 11, p. 517, 
exercise 46) to the existence of a kernel K1m(r, s) 
which is integrable and of bounded variation such 
that 

Jl(r) = 10 ~ K1m(r, s)Am(s) ds, 

l, m = 1,2,3. (1.13) 

(ii) The principle that superconductivity is a bulk 
property9 (i.e., that point relations are preserved) 
requires that 

(1.14) 

11 N. Dunford and J. T. Schwartz, Linear Operators 
(Interscience Publishers, Inc., New York, 1958). 
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A special kernel which satisfies (1.14) may be 
constructed as follows: Let {un, X .. l denote the com­
plete [in L 2 (n)] orthonormal set of eigenfunctions 
and the associated set of eigenvalues defined by the 
following problem: 

curl curl Un = X!un In n, (1.15) 

div Un = 0 in n, (1.16) 

Un' V = 0 on an, (1.17) 

v·curl Un = 0 on an, (1.18) 

where v is the normal to an. Conditions (1.16), 
(1.17) are imposed because both J and A must 
satisfy them also. Condition (1.18), which is missing 
in Ref. 9, then has to be imposed to make the 
problem self-adjoint (Reference 12, Sec. 13.1), and 
thus assures us of the existence of the eigenfunctions. 
To prove that the problem is self-adjoint, one uses 
Green's second vector identity in a standard manner. 
Now let 

J = L Jnun, 

A = L Anun. 

(1.19) 

(1.20) 

Then an easy calculation shows that the choice 

I n = x(X .. )An (1.21) 

does satisfy the differential relation (1.14). This 
choice is equivalent to the following choice of kernel 
in relation (1.13): 

KZm(r, s) = L [u,,(r)]zx(x..)[u,.(S)]m. (1.22) 
n 

Notice that the summation converges, in the mean, 
if one assumes that KO dies at infinity, so that 
the sequence {x(X .. ) 1 E l2 where l2 is the space 
of sequences with the property that the sum of 
the squares of the terms is convergent. However, 
it should be noted, in answer to a question raised 
by Schafroth, that (1.22) is not the most general 
kernel which makes the local relationship (1.14) 
hold true and at the same time defines a continuous 
linear relationship between J and A, except in one 
very special case. For example, consider the one-di­
mensional case in which both A, J have one compo­
nent only, in the z direction for example, and the 
region n is the plane film -7r :s; x :s; 7r. In this case, 
the conditions (1.16), (1.17) are automatically satis­
fied for J and A, and (1.18) reduces to au/ax = 0 at 
x = ±7r. Let I(x) be a solution to Q( _d2 /dx2

) I(x) =0 
with the boundary conditions dl/dx = 0 at x = ±7r. 

12 P. M. Morse and H. Feshbach, Methods of Theoretical 
Physics (McGraw-Hill Book Company, Inc., New York, 
1953). 

There is always a nontrivial solution if Q is of a 
degree greater than one. Define J(x) now by 

J(x) = [+,." [K(x, ~) + I(x + ~)]A(~) d~, (1.23) 

where K is given by (1.22); then the differential 
relation (1.14) is again satisfied. It can also be shown 
that (1.23) is the most general relation which satisfies 
all the assumptions imposed, i.e., that the sym­
metric kernel K is unique, modulo functions f which 
satisfy Q( - \12)1 = 0 and the boundary conditions 
(1.16), (1.17), and (1.18). Only in the particular 
case Q(z) = z + a, a ~ 0, do the functions 1 have 
to vanish. This nonuniqueness may be avoided by 
adding the following condition. 

(iii) Let nN denote an expanding sequence of 
regions in three dimensions which converge to the 
entire space as N ~ 0). Then the specular reflection 
kernel for nN should approach, in a suitable sense, 
the original kernel KO. 

Without specifying the exact limiting operation 
mentioned above, we remark here that the kernels 
(1.22) satisfy condition (iii) above. If a nontrivial 
solution of Q( - \12 )1 = 0 is added-as in Eq. 
(1.23)-to the kernel, then the condition will be 
violated. These statements are clear in one-dimen­
sional cases. They follow in the general case from 
the results of Levitanl3 about the spectral function 
of Laplace's operator. Therefore, conditions (i), (ii), 
and (iii) specify uniquely a kernel which will be 
called a specular reflection kernel. The justification 
for the name will become apparent in Sec. 3 where 
it is shown that it leads to the same solution as 
given by specular reflection boundary conditions in 
plane-geometry problems. 

2. UNIQUENESS AND EXISTENCE THEOREMS 

A. Diffuse Scattering 

Consider first the one-dimensional problem of a 
superconducting film, of thickness 2d in the x di­
rection and infinite in both the y, z directions. If 
magnetic fields of magnitudes HI, H2 are applied 
parallel to the film, in the y direction, then both 
A, J have only a z component which depends only 
on x. In this case (1.9) reduces to 

d2A j+d 
-d 2- = K(lx - WA(~) d~, 

x -d 
-d ~ x ~ d, (2.1) 

13 B. M. Levitan, "On the Asymptotic Behavior of the 
Spectral Function and EXI,ansion in Eigenfunctions of 
Llu + (X - q) u = 0," Amer. Math. Soc. Transl. Ser. 2, 20, 
1 (1962). 
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where K = -(47r/c)KO together with the boundary it is the Fourier-8tieljes transform of a (probability) 
conditions distribution function. 

dA/dx = H1.2 at x = ±d. (2.2) 

In order to discuss the properties of the solution to 
the problem (2.1), (2.2), one has to consider the 
bilinear form x(f, g) defined over the real continuous 
functions on (-d, d) by 

x(f, g) = (f, Kg) 

j
+d j+d 

== -d f(x) dx -d K(x - ~)g(~) d~. (2.3) 

To this effect one has 

Lemma 1. Let K (t) be an even, integrable and 
square-integrable real function of t on - co < t < co. 
Also let K be of bounded variation in a neighborhood 
of almost every t. Let K(z), the Fourier transform 
of K, be positive for all real z. Then the form x(f, f) 
is a positive-definite form, i.e., the right side of (2.3) 
with f = g is positive unless f == O. 

Proof: From the hypotheses of the lemma one 
has a.e. 

so that 

f
+d f+d 

27rX(f, f) = -d -d f(x)f(~) ax d~ 

f
+O> 

X -0> e"(z-U £(z) dz, 

and by Fubini's theorem 

= i:O> £(z) dz i:d 

e'Uf(x) dx i:
d 

e-"~f(~) d~ 

= i:" R(z) dz li:
d 

e'Uf(x) dxl2 ~ O. 

Moreover, if f is not identically zero, then X > 0, 
since otherwise X = 0 implies 

l
+d 

e'Uf(x) ax = 0, a.e., 
-d 

which implies that f vanishes, a.e., and hence 
identically because of continuity. 

Notice here that Bochner's well-known theorem 
on positive functions provides a generalization of 
the above lemma. We state here Bochner's theorem. 

Lemma 2. The form x(f, f) is nonnegative-definite 
if and only if K(t) is a characteristic function, i.e., 

For proof, see Loeve,14 p. 207. 

Corollary. Since the values of K(t) outside 
(-2d, 2d) are immaterial, we have that X ~ 0 
if and only if K(t) coincides on (-2d, 2d) with a 
characteristic function. 

Examples: 

(1) Let 

K(t) = e- III ', 

then we have 

o<v~ co; (2.4) 

(a) 0 < II ~ 2 implies that X > 0 for all f ~ 0; 
(b) II > 2, then X is not a positive form. 

For proof, see Bochner,15 p. 96: 

(2) Let 
N 

K(t) = E a,.e-~·I'I , (2.5) ..-1 
where N < co, a,., f3,. > O. Then the Fourier trans­
form 

N 2a..f3,. 
K(z) = E 1 + 2 > o . 

.. -1 z 

Therefore, Lemma 1 applies and we have x(f, n > 0 
unless f ~ O. 

(3) Let K(t) be an even function which is 
bounded, convex, monotonically decreasing, and 
tends to a nonnegative constant K., as t _ co; 
then X > o. 

The proof rests on the fact that the form (2.3) 
defined by the kernel K(t) - K., is positive-definite 
(Titchmarsh/6 Theorem 124, p. 170), and that the 
contribution of K., to the form X is again non­
negative. 

(4) A kernel of special importance is the 
logarithmic kernel 

K(t) = {a logo Itl, a < 0 -1 ~ t ~ 1, 
(2.6) 

otherwise. 

This kernel approximates some physically important 
kernels, e.g., the Pippard one in certain cases. The 
fact that the form X defined by the kernel (2.6) 
is positive-definite may be deduced from the corol­
lary to Lemma 2. The following is a direct proof. 

U M. Loeve, Probability Theory (D. Van Nostrand, Inc., 
New York, 1955). 

16 S. Bochner, Lectures on Fourier Integrals (Princeton 
University Press, Princeton, New Jersey, 1959). 

18 E. C. Titchmarsh, Fourier Integrals (Oxford University 
Press, London, 1948). 
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Let 

1+1 1+1 
I = a -I f(x) dx -1 log Ix - ~I f(~) d~, (2.7) 

and expand log It I into a cosine series, 

log It I = t c" cos n;t , It I ::; 2. (2.8) 

It is easily proved that Cn < 0 for all n. Substituting 
from (2.8) into (2.7), the following is obtained: 

'" 
I = a L: c .. (a; + b!), 

o 

where an, b" are the Fourier components of f. Since 
a < 0, we have I > 0 unless a,. = b" = 0, i.e., 
unless f == O. 

(5) LetK(t) = e-1t ' (sin t/t); then X is positive­
definite, as is easily seen. This example shows that 
the kernel can change its sign and yet define a 
positive-definite form. 

Before proving the first uniqueness theorem, we 
give a definition of "regular" kernels. 

Definition: A kerneIK(t) is called regular on 
(-d, +d) if it satisfies either (i) the hypotheses of 
Lemma 1 or (ii) is nonnegative on (-2d, 2d), 
positive on a subset of positive measure, and is a 
characteristic function. 

Theorem 1 (Uniqueness of diffuse-scattering 
solution). 

If K(t) is a regular kernel, then the solution to 
the problem defined by (2.1), (2.2), if it exists, is 
also unique. 

Proof: Since K is real, it is sufficient to consider 
real solutions A of (2.1), (2.2). Let there be two 
solutions A 1 •2 and set u(x) = Al - A 2 ; then 

14 d2U du 14 14 (dU)2 u-2 dx=u- - - dx 
-4 dx dx -d -4 dx . 

Since du/dx vanishes on the boundary, we get 
by substituting from (2.1) 

L: u(x) dx fd K (x - ~)u(~) d~ 

= _14 (dU)2 dx. (2.9) 
-d dx 

The left side of (2.9) is nonnegative and therefore 
both sides are equal to zero. Now if K(t) satisfies 
property (i) of regular kernels, then the vanishing 
of the left side of (2.9) implies that u == O. If K 
satisfies property (ii), then u is a constant, which 

must vanish because the integral of K is positive. 
Hence u == 0 and Al = A 2 • 

Note: The main property of regular kernels which 
was used in proving the uniqueness is the positivity 
of its Fourier transform. This is equivalent to having 
x(q) of Sec. 1 negative (and relatively smooth). 
But this fact just states that the susceptibility of a 
superconductor is negative at all wavelengths, which 
expresses the diamagnetic property of super­
conductors. 

To prove the existence of the solution to (2.1), 
(2.2), one makes use of the following two results 
from the theory of compact operators. 

Lemma 3. Let K (t) belong to L2 ( - d, d); then the 
operator 

Qf(x) = fd K(x - ~)f(~) d~ 
is completely continuous on L 2 • 

For proof, see Ref. 17, p. 179. 

Lemma 4. Let T denote the operator _d2/dx2 + Q 
together with the boundary conditions du/dx = 0 
[more precisely, the self-adjoint extension of the 
operator in L 2 ( -d, d)]. Then the spectrum of T 
is a pure point spectrum with no limit points. 

The lemma follows from Weyl's classical theorem 
(Ref. 13, p. 367) which states the invariance of the 
limit points of a self-adjoint operator under the 
perturbation by a compact operator. 

Theorem 2 (Existence of diffuse scattering solution). 
If K(t) is regular, then there exists a unique 

solution to (2.1), (2.2). 

Proof: Let vex) be any fixed smooth 
which satisfies the conditions dv/dxl"_,,,d 
Set w(x) = A (x) - v (x) ; then w satisfies 

Tw(x) = (- \7 2 + Q)w(x) 

= (\72 
- Q)v(x) == f(x), 

and 

dw 1 = 0 
dx ,,-:4 • 

function 
= HI.,. 

(2.10) 

The preceding lemma shows that the resolvent 
operator (T - >"1)-1 exists except if >.. belongs to 
the point spectrum of T. The uniqueness theorem 
shows that>.. = 0 is not an eigenvalue and hence 

17 F. Riesz and B. Nagy, Functional Analysi; (Frederic 
Ungar Publishing Company, New York, 1955). 
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the solution of (2.1), (2.2) exists and is given by 
VeX) + T-1f(x). 

Alternative proof: It is possible to prove the exist­
tence of A without appealing to Weyl's theorem, 
as follows: 

Let G(x, ~) be the generalized Green's function 
which satisfies 

and 

(d2/dx 2)G(x, ~) = a(x - ~) - 1/2d, 

dG/dxlz_±d = 0, 

r d 

Ld G(x,~) dx = 0. 

(2.11a) 

(2.11b) 

(2.11 c) 

Then, using Green's formula, one gets the following 
integral equation for A: 

A(x) = Ao(x) + fd P(x, ~)A(~) d~, (2.12) 

where Ao(x) = H1G(x, -d) - H2G(x, +d), and 

P(x, ~) = i: [ G(x, z)K(z, ~) + 2~J ca. 

It is easy to show that the Fredholm alternative 
holds for Eq. (2.12) because of the smoothness of P. 
On the other hand, the homogeneous version of 
(2.12) is equivalent to the differential problem (2.1) 
with zero boundary conditions, and therefore has 
no nonzero solutions by Theorem 1. Thus, there 
exists a unique solution to (2.12) which, again be­
cause of the smoothness of P, satisfies the problem 
(2.1), (2.2). 

Remarks on higher-dimensional problems: The pre­
ceding discussion can be immediately generalized 
to more dimensions. In such a case one is concerned 
with equations of the form 

\7 2 A(r) = fo K(r - s)A(s) ds, 

with boundary condition aA/an = f, given on an. 
If the kernel K satisfies the conditions of Lemma 1 
(positive Fourier transform and integrability and 
smoothness restrictions), then Lemma 1 holds in any 
dimension and the uniqueness theorem is again 
true. Both procedures for proving the existence of 
the solution in one dimension give similar results 
in higher dimensions. All details are omitted be­
cause, as mentioned in Sec. 1, diffuse scattering 
may not be physically meaningful in such generality. 

B. Generalized Specular Reflection 

Using the same notation as in Sec. 1, we now 

consider the uniqueness and existence questions for 
the vector problem. 

411" 
[curl curl A(r)]l = - ]I(r), and by (1.13) 

c 

div A = 0, 

v·A = 0, on an, 
curl A = B(t) given on an, 

(2.13) 

(2.14) 

(2.15) 

(2.16) 

where II is the unit outward normal to an, and B(t) 
is assumed to be continuous. The specular reflection 
kernel is defined by [see Eq. (1.22)] 

Klrn(r, s) = L [un(r)]lX(}\n)[un(s)]rn' (2.17) 
" 

Equation (2.13) can be written in the abbreviated 
form 

curl curl A = XA, (2.13a) 

where JC is a dyadic (integral) operator with a 
kernel K defined by (2.17). 

The uniqueness and existence proofs for the 
problem (2.13)-(2.17) are given below. 

Lemma 5. If the vector field A E c(2l(n) and 
satisfies the problem (2.13)-(2.17) with B(t) being 
equal to zero, then the assumption X < 0 implies 
that A == 0. 

Proof: It is sufficient to consider real A. Using 
Green's vector identity one gets 

r, A.(curl curIA) dn 

= f IcurlAl2dn+l (curIAxA).vdS, (2.18) 
o ao 

where dS is a surface element. 
If A satisfies the hypotheses of the lemma, then 

(2.18) yields 

fo I curl AI2 dn = fo A·(XA) dn. (2.19) 

Expand A in the complete set of eigenfunctions 
u,.(r) defined by (1.15)-(1.18), 

A = L A"u,,(r). (2.20) 
n 

Let I denote the right side of (2.19); then 

:11" I = 1 t {t Amu~(r) 
X 1 t Kij(r, s) ± A"u!(s) dS} dr 

8 ,-1 n-l 
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i ~ ~ A .. u~(r) f. ~ q: X(Ap)u;(r)u~(s») 
X L Anu!(s) ds dr. .. 

Using the orthogonality of the eigenfunctions Un, 

we get 

~ I = ~ A!x(x.,). 

Hence, substituting in (2.19) and noting that X 

is negative, one has An = 0 for all n, so A vanishes 
identically. 

Notice that the above proof of uniqueness is 
very similar to that of Lemma 1 and Theorem 1 
except that we use a "generalized Fourier repre­
sentation" for both the kernel and the solution A. 
Similar to Lemma 3, one has 

Lemma 6. The dyadic operator JCA = J KA is 
completely continuous on the Hilbert space H of 
vector-valued functions which belong to L 2 (n). 

The proof may be sketched as follows: Take u .. (r) 
as an orthonormal basis of H. If A = L: Anu .. (r); 
then the correspondence A '"" {A .. } defines an iso­
metry between L2(n) and l2' To the operator JCA then 
corresponds the series {x (X .. )A .. }. Since {x (Xn)} E l2 
[see (1.22)], the map: {An} ~ {x(n)An} is com­
pletely continuous and therefore the dyadic JC de­
fines a compact operator on L2 by isometry. 

Theorem 3 (Existence and uniqueness of specular 
reflection solution). There exists a unique solution 
for the vector problem (2.13)-(2.17). 

Sketch of the proof: Let v be a fixed smooth func­
tion with zero divergence which satisfies the con­
ditions 

v·v = 0, curl v = H(t) on em, 
and let w = A-v. If T denotes the operator 

Tw = [curl curl - JC]w 

together with the conditions 

divw = 0, 

v·w = 0 and v·curl w = 0 on an, 

then T defines a self-adjoint operator on L2 with 
pure point spectrum because JC is completely con­
tinuous. The vector problem becomes then equiva­
lent to Tw = f, where f is a known smooth function 
derived from JC and v. The uniqueness property 
(Lemma 5) then proves the existence of w, and 
hence of A in a similar fashion to Theorem 2. 

Remark: Both Theorems 2 and 3 prove the exist­
ence of the solution when the magnetic field is 
known on the boundary. In practice, only the ap­
plied field, which is distorted by the superconduct­
ing body, is known. The complete problem reduces 
then to an exterior-interior problem for the vector 
potential such that the asymptotic behavior of the 
potential is known at infinity. However, only minor 
changes in the methods used above, similar to those 
of Odeh,18 are needed for the more general case. 

c. The Time-Dependent Problem 
The time-dependent problem, discussed in Sec. 1, 

may be summarized as follows: To find a smooth 
vector-valued function A(r, t) defined over n X 
[0, <Xl) where n has a smooth boundary an such 
that A satisfies 

aA 
-curl curl A + fo JC(r, s)A(s, t) ds, at 

r En, t> 0, (2.21) 

div A = 0, (2.22) 

v·A = ° on an, (2.23) 

curl A = H(r, t) on an, (2.24) 

A(r, 0) = fer) on n, (2.25) 

IA(r, t)1 ~ M < <Xl for all time, (2.26) 

where H, f are given smooth functions. For simplicity 
in notation, we consider the diffuse scattering case 
in one dimension. Then the dyadic JC reduces to a 
multiplication by a scalar function KO(x - 1;) and 
the region n reduces to an interval I of the x axis. 
The generalizations to the vector problem are easily 
made as in part B of this section. We have now to 
consider the problem 

4~(j a!JA
t 

= dd21 + 471" l+d 
K(x - I;)A(I;, t) dl;, 

C u x C-d 

x,1; E I, 

aA/axlz_±d = H1,2(t) , t ~ 0, 

A(x, 0) = f(x) , x E I, 

I A (x, t) I :::; M < <Xl, t ;::: 0. 

(2.27) 

(2.28) 

(2.29) 

(2.30) 

Theorem 4. The initial boundary-value problem 
(2.27)-(2.30) possesses a unique solution for all 
continuous data H1,2 and f. 

Proof: Let Q denote the integral operator with 
kernel K defined on L 2 (I) and let T = d2 /dx2 + Q. 

18 F. Odeh, J. Math. Phys. 4, 1, 141 (1963). 
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+n+la Cn >. -PLANE 

---oOIf--_\::......--~-, a+la 

-SPECTRUM OF T-".L.t _L..-_ 
______ --+--1 a-Ia 

-n-Ia 

FIG. 1. The contour for the integral representation of U n(t). 

Consider the problem (2.27)-(2.30) defined on 
L 2(l) X C(ll[O, co). By subtracting an appropriate 
solution of the heat equation from A, one can reduce 
the problem to finding a function u such that 

au/Ot = Tu + g(x, t), x E I, 

au/aXlz_±d = 0, 

u(x, 0) = f(x) , 

(2.31) 

(2.32) 

(2.33) 

where g is a known function. To prove the existence 
of u, notice first that (T - AI)-l exists for all 
Rl X ::::: 0 and, in fact, that the whole spectrum of 
T lies on the negative real axis since the operators 
d2 

/ dx2 under the restriction (2.32) and Q are both 
negative (see Fig. 1). We distinguish now two cases: 

(1) g(x, t) = O. In this case one has a homogeneous 
"diffusion" equation and the following result holds: 
Let Cn denote the contour (-n - ia, a - ia, 
a + ia, -n + ia) where a > 0, and let 

U,,(t) = 21. f (XI - TrV' dX. 
7rt c. 

Then the operators Un(t) converge in the uniform 
operator topology to an operator U(t) for all t > 0, 
and U .. (O) converge strongly to the identity operator. 

This result, which is a particular case of Theorem 
12.5.1 in Ref. 19 (see also Ref. 20, p. 136), shows 
that the solution to (2.31), (2.32), (2.33) is given by 

u(x, t) = U(t)f(x). 

(2) g(x, t) ;.6 O. Since g is smooth and bounded, 
in the L2 norm, uniformly in t, the variation of 
parameters method shows that 

u(x, t) = :~ U .. (t>[f(X) + L U,,(-T)g(X, T) dTJ 

= U(t)f(x) + { U(t - T)g(X, T) dT. 

This concludes the proof. 
19 F. Hille, Functional Analysis and Semi-Groups (Ameri­

can Mathematical Society Colloquium Publications, Provi­
dence, Rhode Island, 1948), Vol. 31. 

10 G. Birkhofl and E. P. Wigner, editors, "Nuclear Reactor 
Theory," Proc. Symp. Appl. Math., 11, (1961). 

N ote8: (i) It is possible to prove the above 
theorem by use of Laplace transforms, but the 
above proof was adopted because it generalizes 
immediately to the vector (and specular reflection) 
problem in higher dimensions. 

(li) An expansion of the solution to (2.27) 
in terms of the eigenfunctions of T, and exponential 
functions in time, can be proved. Such an expansion 
would be helpful in studying the effect of non­
locality on transition problems. 

3. APPROXIMATE AND SPECIAL SOLUTIONS 

In this section some approximate solutions to 
the static equations (2.1), (2.2) will be considered 
in the diffuse scattering case. The Pippard kernel 
is used in two cases, small coherence lengths and 
thin films. This latter case was considered by 
Peter,6 but a simpler convergent representation for 
the solution will be given. It is also shown that the 
generalized specular reflection reduces to Schrieffer's 
solution6 in the special case of the slab which he 
considered. A series solution is then given for the 
case of general specular reflection on the boundary 
of a circular cylinder in an axial field. 

A. Diffuse Scattering Approximations 

1. The Boundary-Layer Solution of Pippard'8 Model 
with Small Coherence Length 

Consider a superconducting film, infinite in the 
y, z directions, which lies between -d, +d in the 
x direction. Using the Pippard kernel (1.4), Eq. (2.1) 
reduces to 

d
2

a = _3_ 1+d K(lt - t'l)a(t') dt' (3.1) 
dt2 4X2~O -d ~ , 

where ~, ~o are defined in (1.4), X is the London 
penetration depth, and K is defined by 

. . . · · · . . 
.. Z/3 

· · · · . 

FIG. 2. Region of validity for the asymptotic expansion. 
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K(s) = 1'" (f - i)e-,·,I 
dt = Ei1(s) - Eia(s), (3.2) 

where the Ei's are the usual exponential integrals. 
The applied magnetic field(s) are assumed known 

on the boundary, so that 

(3.3) 

For the sake of simplicity in the notation which 
follows, we consider the symmetric case HI = 
H2 = H; the general case may be treated similarly. 
Introduce the dimensionless variables 

x = tid, A(x) = (1IHaya(t). (3.4) 

Then (3.1) reduces to 

d
2
A 3 d

2 ~ d 1+1 
{x - x'} 

dx2 (x) = 4 X2 fa ~ -1 K (~/d) A(x') dx', 
(3.5) 

dA/dxlz_"'1 = 1. 

Let ~/d = E and l (d2/X2)(~no) = c. Consider the 
case when 10 ---t 0 while c remains finite and positive, 
o < c < CD. This means that d » ~ while d2 

= 
0[X2(~0/m. If we set X2~0 = a3

, then the analysis 
will cover these cases where both the conditions 
d/a = O(E-i) » 1 and (~/a) = 0(10

1
) « 1 are 

satisfied. The shaded area in Fig. 2 shows the 
region of validity for 10 :S 10-2

• 

Equation (3.5) may now be written as 

d
21 = c 1+ 1 

.! K{x - x'}A(X') dx'. (3.5a) 
dx -1 10 10 

To investigate the solution to (3.5a) as 10 ---t 0, one no­
tices that, in this limit, the kernel (1/ E)K {(x - X')/E} 
becomes proportional to a delta function in the 
interior of (-1, + 1). However, if x approaches the 
boundary, a major part of the area under the kernel 
lies outside the interval of integration (see Fig. 3). 
Hence, the right side of (3.5a) will clearly change 
appreciably when x approaches the boundary. This 
is seen more clearly from Lemma 7 below. In order 
to find this "edge effect" one can add a boundary­
layer solution obtained from the solution to a half­
infinite problem by a Wiener-Hopf technique, as 
in Ref. 10, to the solution valid in the interior. 
Such a procedure is suggested by Carrier.21 However, 
the degree of approximation thus obtained is not 
clear and, moreover, the half-infinite solution is 
rather complicated. Here we use instead a tech­
nique, systematized by Miranker,22 of singular per-

21 G. F. Carrier, "Integral Equation Boundary Layer 
Problems," 50 Jahre GrenzschichtJorschung (Verlag Friedr. 
Vieweg und Sohn, Braunschweig, Germany, 1954). 

22 W. Miranker, J. Mat.h. and Phys. 42, 47 (1963). 

K\ tl 

FIG. 3. Behavior of the kernel near the boundary. 

turbations by a method of undetermined coefficients. 
First an asymptotic expansion for the right side of 
(3.5a) in terms of powers of 10 will be given. 

Lemma 7. Let A(x) E C"(x) on [-1, +1]; then 
the right side, R, of (3.5a) has the following asymp­
totic expansion: 

'" 
R = c L: l"'a2",A <2""(X) 

",-0 

'" + ce-<Hl/l L: E"'f",(x)A <""(1) 
",-0 

'" + ce-<Z+ll/I L: E"'g",(x)A<ml(-I), (3.6) 

where the a2", are known constants and f",(x), g",(x) 
are known smooth bounded functions. 

Proof: Consider 

~ = .! 1+1 

K(lx - zl)A(Z) dz 
C E -I E 

= .! 1+1 
A(z) dz f'" (.! - ~)e-I"-'II/' dt. 

E -lit t 

Interchanging order of integration, by Tonelli's 
theorem, one obtains 

~ = .! f'" (.! - ~) dt 1+1 

e-, .. -·'I/fA(z) dz. (3.7) 
eEl t t -I 

Let 

I(x, t; E) = L: 1 

e-lz-.II/'A(z) dz. (3.8) 

The asymptotic behavior of I(E) is obtained by 
Laplace's method, 

I = 1z 

e-<z-"l/'A(z) dz 
-I 
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where A (,,) denotes the nth derivative of A. Sim-

The function Um exhibits a similar behavior to 1m; in 
fact, g",(z - 1) = (-1)"'1",(1 - z). Equations (3.6), 
(3.10), (3.11), (3.12) define the asymptotic expansion 
completely. From the form of the expansion, it is 
clear that the solution has a boundary layer be­
havior which we assume to be of the form (suggested 
by W. Miranker) 

A(x) rv U(x) + Vex) + W(x) (3.13) 

ilarly, where 

12 = f(~)"+lA(")(x) 
.. -0 t 

_ [~(~)"+lA(")(+I)}-(l-Zll/'. 

Adding and substituting in (3.7), we get 

~ =! 1'" (! -~) dt{f 2(~)2m+1A(2m)(x) 
C e 1 t t ... -0 t 

- [~ (~r+1A (m\l) ]e-o-zll/, 

- [~ (~r+\ _1)'" A (m) (-1) ]e-Ohll/} (3.9) 

Comparing (3.9) with (3.6), we have 

The coefficients of the boundary layer e- (1-z)/, 

are obtained by integrating the second term in 
(3.9) to give 

1",(x) = _eO - z )/, 

{. (1 - x) . (1 - x)} X EI",+2 -e- - EI",H -e- , (3.10a) 

which is, by the properties of exponential integrals, 

{ 
E 1'" e-Cl-z)u/, 

(1 - x) 0 

X [(1 ~ :):+3 - (i~ :)!~5] dU}' (3.11) 

Notice that 1",(1) = -2/(m + 3)(m + 1). Hence, 
1",(x) is a function which is O(e) if x is not near the 
boundary but falls smoothly to a negative value as 
x ~ 1. Similarly, 

g",(x) = (_I)"'+le- Cl +.)/, 

X {Ei"'+2 (1 ~ x) - Ei"'H e ~ x)}. (3.12) 

(3.14) 

'" Vex) rv e- Cl -.)/, L: e"v,,(x) , (3.15) 

'" 
W(x) rv e-('+l)/t L: e"W,,(X). (3.16) 

,,·0 

All terms which are :::s; o(e-l/') are neglected. To 
determine the coefficients {u", v,,, w,,} one substitutes 
(3.13)-(3.16) into (3.5a). Use is made of Lemma 7 
in determining the right side of (3.5a). Only one 
of the two boundary layers, U, will be discussed 
since W can be found similarly. In fact, in the sym­
metric case, since A must be odd, W is found from 
U by inspection. The orders are matched on both 
sides of (3.5a) as follows: 

Step -1: O[(I/e2)e- 0
-.)/,] gives 

vo(x) = 0; similarly wo(x) = O. 

Step 0: O[(1/e)e- o-.)/E], O(eO) give 

and 

with 

duo/dxlz_±1 = 1, 

where ao is given by (3.10). Hence, 

sinh (aoc)ix 
uo(x) = (aoc)I cosh (aoc)t' 

(3.17) 

(3.18) 

(3.19) 

(3.19a) 

Step 1: O(e-(l-.)/,), O(e). Now the first boundary 
layer appears, namely V2 (x) = le- O-z)/, V2(X) and 
a similar W2(X). If V 2 , W 2 are added to the solution 
uo(x), then the boundary conditions in (3.19) are 
spoiled by an amount equal to the derivative of the 
boundary layers, which is O(e). Hence, by adding 
also the interior solution eUl whose boundary values 
exactly cancel those arising from V2 , W 2, the bound­
ary conditions are satisfied exactly and Eq. (3.5a) 
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is satisfied up to, and including, O(e). To determine 
V2(X) we equate coefficients of e- <1-z)/, to get, after 
some calculation, 

V2(X) = cfo(x)uo(l), 

where fo is given by (3.lOa) and 

dV2/dxl z _ 1 = evil) + O(i). 

Similarly, 

dW2/dx/ z __ I = -ew2(I) = eV2(I). 

(3.20) 

(3.20a) 

[From symmetry v .. (x) = -w,,(x); this can be 
checked directly.] Now UI(X) is obtained by equating 
O(e) and using the negative of the boundary con­
ditions (3.20a), i.e., 

Hence 

d2uI/dx2(x) = caOUI, 

du1/dxl x _ u = -v2(I) = b1 • 

(3.21) 

U1 (x) = b1 sinh (aoc)fx/(aoc)! cosh (aoc)l. (3.2Ia) 

Step 2: O(ee- <1-
z
)/,), O(e2

). Repeating the same 
arguments as in Step I, one gets 

Va(x) + 2vHx) = fo(x)uiO) (1) + ft(x)u~!) (1), 

which gives 

(3.22) 

va(x) = fo(x)ul(I) + ft(x)u~!)(x) - 2cuo(I)f6(x). (3.22a) 

The function u2 (x) is found by equating O(i), 

d2u2/dx2 = c[aOu2(x) + a2u~2)(x)], 
duddx/z_±l = -(vaCx) + vHx»lz_l = b2, 

which determines u2 • 

(3.23) 

An induction argument, similar to the one used 
in Ref. 21 now proves that {V"+I, W,,+I, u,,} can be 
determined for all n, and the errors involved are 
then of O(e"). Now a few remarks about the solution: 

(i) The first approximation, uo(x), defined by 
(3.19), is just the London solution, as expected. 

(ii) Apart from the boundary-layer terms, {vn, w,,}, 
the asymptotic solution considered above is a super­
position of London-type solutions. This fact partially 
justifies the suggestions of Tinkham23 and Ittnee4 

concerning the variation of the parameters in 
London's theory to account for the nonlocal effects. 
It is not clear, however, that such a procedure 
would yield a good approximation when e becomes 
large, as may be seen from the next paragraph. 

(iii) The solution A(x), correct to O(e2
) is 

23 M. Tinkham, Phys. Rev. 110, 26 (1958). 
"W. B. Ittner, Phys. Rev. Suppl. 111, 148 (1958). 

.8r--------------------------------, 
.6 

.:: .4 

'" 

NUMERICAL SOLUTION 
APPROXIMATE SOLUTION 
u-uo+E'u. 

E'}'O.I 

.3 .~ .7 .9 
x_ 

FIG. 4. Comparison of the small-coherence-Iength approxima­
tion with the numerical calculation of Odeh and Liniger. 

A( ) sinh (aoc)lx 
x = (aoc)l cosh (aoc)t 

b1 sinh (aoc)tx + 2{[ b2 sinh (aoc)tx 
+ e (aoc)l cosh (aoc)l e (aoc)! cosh (aoc)l 

cosh (aoc)t(x - 1) 1z 
( ) h (1 + t)t 

- (aoc)! sinh 2(aod -1 a2c 
COS ,. 

X U(2)(t) d~ _ cosh (aoc)l(x + 1) 
0,. (aoc)! sinh 2(aoc)t 

X t (a2c) cosh (~ - I)lu~2)(~) d~ ] 

+ ce-<1-z)/'fo(x)uo(I) - ce-(1-Z)/'fo(X)Uo(1)} + O(i), 

where uo(x) is given by (3.I9a) and b2 is defined by 
(3.23), (3.22a). The approximation uo(x) + eU1(x) 
is plotted in Fig. 4, where it is compared with the 
exact numerical solution obtained by Liniger and 
Odeh.25 

2. The Thin-Film Approximation 

Consider now the case when the thickness d is 
small with respect to either the coherence length or 
the penetration depth. If ~/d = a, then Eq. (3.5) 
may be written as 

d
21 = c 1:. 1+1 

K{lx - x'I}A(X') dx', (3.24) 
dx a -1 a 

(3.25) 

where hi and h2 are normalized external fields. If 
cia is small, which means that d3 « A2~, then the 
solution is easily found by converting (3.24), (3.25) 
into a pure integral equation and then using a 
Neumann expansion for the solution. Let G(x, ~) 
be the generalized Green's function for _d2/dx2, with 
a vanishing derivative on the boundary, namely 

(3.26) 

By the use of Green's theorem and the facts that 
201 W. Liniger and F. Odeh, Phys. Rev. 132, 5, 1934 (1963). 
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lI-

FIG. 5. Comparison of the thin-film approximation with the 
numerical calculation of Odeh and Liniger. 

d2G/dx' = ~(x - ~) - t and dG/dxls-,u = 0, one 
finds that Eqs. (3.24), (3.25) are equivalent to 

A(x) = f(x) + m + ; J K(l)(x, x')A(x') dx', (3.27) 

where f(x) = h1G(x, -1) - h2G(x, I), m is the 
average of A, and 

If c/ a is small enough, then (3.27) may be solved 
by a direct interation with m being treated as a 
parameter. The solution of (3.27) will then be a 
function of x and m which must satisfy 

11+1 

2 -1 A(x, m) dx = m. (3.29) 

Equation (3.29) defines m and then A is uniquely 
defined by (3.27). We apply this iteration technique 
to the simple case when hi = h2 = 1. It is more 
convenient now to subtract the linear part of A. 
Let w(x) = A(x) - x; then w satisfies 

C 1+1 

w(x) = wo(x) + - . K(l)(x, x')w(x') dx', 
a -1 

where 

= - G(x, x') dx' K x - z z dz. C 1+1 1+1 

(' ) 
a -1 -1 a 

(3.30) 

If c is finite, i.e., d = O(A), while t » d, one can 
replace K by its asymptotic value 

K(z/a) rooJ - ('Y + t) + log a - log Izl, 
Iz/al « 1, 

where'Y is Euler's constant. Hence, one gets 

(3.31) 

C 1+1 

wo(x) f'<oJ -- G(x, x') dx' 
a -1 

1
+1 

X -1 log lx' - zl z dz. (3.32) 

The constant terms, such as log a, do not con­
tribute because G is orthogonal to unity and hence 
to every constant. 

The approximate solution Ao(x) = x + wo(x) 
was calculated for the case a = 10, d = A, ~ = ~o; 
hence, c/ a = 0.075. The result, given in Fig. 5, 
differs by less than 0.5% from the numerical solu­
tion, and the difference is not shown in Fig. 5. A 
similar problem was treated by Peter,6 but it is 
not easy to compare this solution with Peter's 
because of the difference in the boundary condition 
used in the two cases. 

3. Remarks on the Intermediate Case 

When the lengths ~, A are comparable with the 
thickness d, there does not seem to exist an easy 
analytical method for approximating the solution. 
However, if the kernel K(t) can be approximated 
by a polynomial in Itl, then the resulting equation can 
be solved exactly. Suppose that K(t) = L~-o an Itln 
and substitute in (3.5). Since both the odd and 
even parts of A are solutions of the integrodif­
ferential equation, each could be considered sepa­
rately. Consider the odd part for example. Then, 
by successive differentiation, one can reduce (3.5) 
to a pure differential equation of order 2(N + 1). 
The assumption that this differential equation should 
be equivalent to (3.5) provides us with 2N additional 
boundary conditions which determine the solution 
uniquely. For example, let N = 1 and K(t) = 

ao - al Itl, al > 0; then (3.5) may be shown to be 
equivalent to 

d4 A/dx4 + 2al A(x) = 0, 

dA/dxl z _ d = 1, d3A/dx3
Iz_d = 0, 

and A is given by 

A (x) = Ll cos kx sinh kx + L2 sin kx cosh kx, 

o .". 

FIG. 6. Specular reflection for film in parallel field. 
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(c - 8) 
L2 = 2k(c2 + i) 

and c = cos k cosh k, 8 = sin k sinh k. 

B. Specular Reflection 

1. The Plane Film 

Schrieffer's calculation5 will now be redone to 
show how the generalized specular-reflection defini­
tion [Eqs. (1.14), (1.22)] yields the same solution 
obtained by Schrieffer's current-sheets method. 

Consider a superconducting film 0 ~ x ~ 11' 
with a parallel external magnetic field in the y 
direction of magnitude hI at x = 0, h2 at x = 11' 
(Fig. 6). Then there is one component of the vector 
potential A.(x), and it satisfies 

(3.33) 

and 

dA/dx/o ... = h1 •2 • (3.34) 

The "specular reflection" kernel K(x, ~) is defined 
by (1.22). The eigenfunctions u .. (x) in this case are 
just cos nx, n ~ O. Hence, 

K(x, ~) = - L: x(n) cos nx cos n/; .. 
- L: k .. cos nx cos n/;. (3.35) .. 

Let 

'" 
A(x) = L: A .. cos nx' (3.36) 

,,-0 

where the equality is taken in the L2 sense. Substi­
tuting into (3.33), the right side of that equation 
reduces to L: A .. k.. cos nx. However, the series 
(3.36) cannot be differentiated term by term. In 
fact, the expansion (3.36) corresponds to extending 
A to be even and periodic with period 211'. Hence, 
dA / dx is odd with the same period and possesses 
jumps of magnitude 2h l , -2h2 at x = 0 and x = 11', 
respectively. The second derivative d2A/dx2 has to 
be interpreted then as a symbolic derivative.26 

Then, equation (3.33) yields 

~ - n2 A .. cos nx + 2h1 5,,(x) 

(3.37) 

II B. Friedman, Principles and Techniques of Applied 
Mathematics (John Wiley & Sons, Inc., New York, 1956), 
Chap. 3. 

z t 

r 

FIG. 7. SpeculA.r reflection for circular cylinder in parallel 
field. 

where a,,(x) represents a periodic array of a functions 
with period 211'. 

The above delta functions (which do not appear 
in the proof of Theorem 3 because the boundary 
conditions were made homogeneous) can be Fourier­
analyzed, and (3.37) then gives 

koAo = (hI - h2)/7r, 

A .. (n2 + k1l) = 2[h1 - h2 ( -1)"J/7r, 

which is the same result as in Refs. 5 and 7. 

Note: The main characteristic of the specular 
reflection kernels is the fact that the integral opera­
tors defined by them commute with the operator 
'V2

, or more generally, with the curl curl operator . 
Hence, there should exist a common set of eigen­
functions which diagonalize both operators, and the 
integrodifferential equation (3.33) reduces, in this 
eigenfunction representation, to an algebraic rela­
tion between K and A. The procedure of defining 
K as in (1.22) is just a particular way of producing 
such a commuting kernel. 

2. The Circular Cylinder 

Consider a circular cylinder, of radius a and axis 
in the z direction (Fig. 7). Let a uniform field H be 
applied along the axis of the cylinder. Because of 
symmetry, there is only one component of A, 
namely A"" which depends only on r. In order to 
obtain the specular kernel K(r, r') for this problem, 
one has to find the normalized eigenfunctions Un 

which satisfy 

curl curl u.. = }.!u,., divu .. = 0, 

~r·u.. = 0 on r = a, 

~r·curl u" = 0 on r = a, 
(3.38) 
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where ~., ~~, ~. are the usual unit vectors. If we 
seek solutions Un = (0, Un (r) , 0), then Eqs. (3.38) 
reduce to 

and 

(l/r)(%r)(run) = 0 at r = a. (3.39) 

Since \72(~~Un(r» = e",(\72un - un/r2) , we have 

(3.40) 

where the an's are normalizing factors, and the A,,'s 
satisfy the equation 

The eigenvalues An are infinite in number and the 
eigenfunctions Un are complete in L2 as may be 

A(r) I'-' L: Anun(r), (3.43) 

and substitute into (3.41). Again the differentiation 
operator brings out a generalized function (a 0 
function) so that 

L: - A!Anun(r) + 2H oCr - a) = L: k .. Anun(r) 
XR 

where kn = -2'11"x(An), and the factor 2H comes 
from the fact that the {Un} expansion of a discon­
tinuous function again converges to the mean 
value. Expanding oCr - a) in terms of {Un}, one 
gets an expression for An. The answer is given in 
terms of the unnormalized eigenfunctions J 1 (Anr) . 
Let 

A(r) = L: bnJ1(A,.r), 

K(r, r') = L: TcJl(A,.r)J1(A,.r'); 

seen from the Sturm-Liouville theory. The specular then 
reflection now is defined by 

(3.44) 
K(r, r') = L: X(An)un(r)un(r'). 

x. 

N ow the problem for the vector potential A", is 

(\72 - 1/r2)A = -2'11" f K(r, r')A(r')r' dr' (3.41) 

with 

(l/a)(%r)(rA) = H at r = a. (3.42) 

With the aid of the eigenfunctions {Un}, one now 
diagonalizes Eq. (3.41). Let 

Notice that 
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Asymptotic Expansion of Certain Integrals Containing the Bessel Function Jo(x) * 
PAUL W. SCHMIDT 

Physics Department, University of Missouri, Columbia, Missouri 
(Received 5 November 1963) 

An asymptotic expansion is calculated for the integral 

~fl dxf(x)Jo(kx) 
1r 0 (1 - X2)! 

where Jo(x) is the zero-order Bessel function of the first kind, and the functionf(x) and all its deriva­
tives are continuous for 0 ::; x ::; 1. To find the asymptotic expansion, the integral is converted to a 
Fourier integral, to which asymptotic expansion techniques are applied. The method can be generalized 
to apply to related integrals. 

ALTHOUGH methods for calculating asymptotic 
expansions of Fourier integrals have been de­

veloped.1
,2 these techniques cannot be directly ap­

plied to a number of integrals which occur in small 
angle x-ray scattering theory.3 Certain of these inte­
grals have the form 

J(k) = ~ 11 dxf(x)Jo~kx) 
7r 0 (1 - x )t 

where Jo(x) is the zero-order Bessel function of the 
first kind, and the function f(x) and all its deriva­
tives are continuous in the interval 0 ::; x ::; 1. 

By use of an integral representation for Jo(x), 
the integral J(k) can be expressed as a double Fourier 
integral. While the asymptotic expansion of this 
double integral could be evaluated by the method 
of Jones and Kline/ the expansion can be calculated 
more conveniently by writing J(k) in the form 

J(k) = (;Y {dY g(y) cos ky 

where 

11 f(x) dx 
g(y) = • (1 - x2)I(x2 _ y2)t· 

The asymptotic expansion will be determined by 
the behavior of g(y) and its derivatives at the end 
points of the interval of integration and at any 
interior points at which g(y) or any of its derivatives 
have discontinuities. 1 Since by hypothesis f(x) and 
all its derivatives are continuous throughout the 
interval of integration, g(y) will have no discon-

* Work supported by the National Science Foundation. 
1 A. Erdelyi, Asymptotic Expansions (Dover Publications, 

Inc., New York, 1956), p. 49. 
2 D. S. Jones and M. Kline, J. Math. & Phys. 37, 1 (1958). 
3 A. Miller and P. W. Schmidt, J. Math. Phys. 3, 92 

(1962); P. W. Schmidt (unpublished research). 

tinuities at interior points of the interval,4 and 
therefore the behavior of g(y) need be investigated 
only in the neighborhood of x = 0 and x = 1. 

The technique of computation of an asymptotic 
expansion by representing an integral as a Fourier 
integral can be applied to other integrals besides 
J(k). In particular, the method can be used when 
Jo(x) is replaced by other Bessel functions. 

To study the properties of g(y) in the neighbor­
hood of y = 0, one can write 

where 

l ' f(x) dx 
gl(y) = • (1 _ X2)f(X2 _ y2)1 , 

fl f(x) dx 
giy) - , (1 _ x2)i(x2 _ y2)I , 

with 1 :2: EO > 0 and EO > y > o. Then at y = 0 
all derivatives of g2(y) are continuous. The odd­
order derivatives vanish, while the even-order deri­
vatives give no contribution to the asymptotic ex­
pansion. Therefore g2(y) need not be considered in 
evaluating the contribution of the point y = 0 to 
the asymptotic expansion.1i 

When f(x) is expanded to a Taylor series about 
x = 0, gl(Y) can be put in the form 

4 The method of calculation can be generalized to allow 
f(x) to have discontinuities in the interval 0 < x < 1, without 
affecting the terms in the expansion contributed by the 
points x = 0 and x = 1. 

Ii When all derivatives of f(x) are continuous for 0 ::; x S 1, 
one can let E = 1. Then (f2(Y) is identically zero. The number 
E is introduced to permit generalization to the case where 
f(x) or some of its derivatives are discontinuous, since when 
(f(Y) is broken into (fl(Y) and (f2(Y), one need assume that 
the Taylor expansion of f(x) converges only for 0 ::; x S E, 

and not for the entire interval 0 S x S 1. 

1183 
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where 

t<") (0) = tl"~ I ' 
d:r; ,,-0 

The G;(y) can be evaluated by partial integration. 
Then, for the same reasons that g2(y) can be neg­
lected in calculating the contribution of the point 
y = 0, gl(Y) can be written 

00 

gl(y) = g3(Y) - log Y L A"y2", 
,,-0 

where ga(Y) is a function which makes no contri­
bution to the asymptotic expansion, and 

r(n +!) " rem + !) !,2"-2m)(0) 
A" = r(!)n! t:; r(!)m! (2n - 2m)!' 

To investigate the derivatives of g(y) at y = 1, 
let x = [1 - (1 - y2)u2]i. Then 

11 duf([1 - (1 - y2)u2]i) 
g(y) = 0 (1 - u2)t[1 - (1 - y2)u2]1 

f (-I)"f''')(1):t (_l)k 
,,-0 k-O k! (n - k)! 

X 11 du [1 _ (1 _ 2) 2]!(k-O 
o (1 _ u2)! Y u 

= ! f (-I)"r(n;- !~(~ - y2)" t (_1)' 
2 ,,-0 rCz-)(n.) 1-0 

(I) ~ (-I)k r (!(k + 1» 
X f (1) f::'o k! (l - k)! rOCk + 1) - n) 

since 

" (-l)krO(k + 1» _ 
~ k! (n - k)1 r(!(k + 1) - l) - 0 

for n > l, while for n ::; l, 

.. (-l)kr(!(k + 1» (-I)'(2l - n)! 
~ k! (n - k)! rOCk + 1) - l) = 22/ -"n! (l - n)! 

Let 

7f' " (-l),tl)(1) 
B" = -2 L 2" 'l' 1-0 • 

,,-I (-1)i(2n - 2j - l)! r(n - j + !) . 
X ~ j! (n - l - D! r(!)(n - D! (n - 2D! 

iSi" 

Then 
00 

g(y) = L B,,(l - y)". 
,,-0 

The contribution of gl(Y) to the asymptotic ex­
pansion can be calculated from the theorem of 
Jones and Kline6 for asymptotic expansion of Fourier 
integrals with logarithmic discontinuities, while the 
contribution of g(y) for the point y = 1 can be found 
by use of Erdelyi's theorem.1 The asymptotic ex­
pansion of I(k) thus can be written 

I(k) ~ ~ (-It(2n)! A" 
"""' L..J k2n+l 

7r n-O 

+ (~)2 Mf (-1~:~; B" sin (k + !n7f'). 
7f' ,,-0 

The asymptotic expansion for I(k) can be simpli­
fied for certain forms of f(x). For example/ when 
I(x) can be represented by the expansion 

00 

I(x). = L a,.x(l - x2
)" 

.. -0 

for the entire interval of integration, all the 1(2")(0) 
vanish, and evaluation of the B" gives 

This same expansion of I(k) can be obtained by 
writing 

and employing the relationS 

l~·~d (1 2)"-iJ (k ) _ 2"-ir(n + !)J .. +t(k). 
II! xx - x 0 x - k,,+i 

o 

The previously calculated asymptotic expansion for 
I(k) is then obtained by expressing the J,,+t(k) in 
terms of sines, cosines, and negative powers of k. 

6 Reference 2, p. 26. . 
7 The author would like to thank Dr. George H. WeISS for 

suggesting consideration of this fonn of f(x). 
8 W. Magnus and F. Oberhettinger, Formulas and The.orepl,8 

for the Functions of Mathematical Physics (Chelsea Pubhshing 
Company, New York, 1954), p. 30. 
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